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Spokane Convention Center
Spokane, Washington, U.S.

Sponsored by the SIAM Activity Group on Computational Science and Engineering (CSE)

This activity group fosters collaboration and interaction among applied mathematicians,
computer scientists, domain scientists and engineers in those areas of research related to the
theory, development, and use of computational technologies for the solution of important
problems in science and engineering. The activity group promotes computational science
and engineering as an academic discipline and promotes simulation as a mode of scientific
discovery on the same level as theory and experiment.

E E SIAM Events Mobile App

Scan the QR code with any QR reader and download the TripBuilder
!:lirhl EventMobile™ app to your iPhone, iPad, iTouch or Android mobile device.
E You can also visit www.tripbuildermedia.com/apps/siamevents

SIAML.

Society for Industrial and Applied Mathematics
3600 Market Street, 6th Floor
Philadelphia, PA 19104-2688 U.S.
Telephone: +1-215-382-9800 Fax: +1-215-386-7999
Conference E-mail: meetings @siam.org
Conference Web: www.siam.org/meetings/
Membership and Customer Service:
(800) 447-7426 (U.S. & Canada) or +1-215-382-9800 (worldwide)
https://www.siam.org/conferences/CM/Main/csel9
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Stefan Wild
Argonne National Laboratory, U.S.

Rebecca Willett
University of Chicago, U.S.

Rio Yokota
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Conference Themes

Computational science and machine learning

Statistical modeling, methods, and
computation

Multiscale, multiphysics, and multilevel
methods

High performance software: packages and
design

Algorithms at extreme scales

Tensor computations

High-order methods, novel discretizations,
and scalable solvers

Data science, analytics, and visualization

Applications in science, engineering, and
industry

Biological and biomedical computations

Scientific simulation and uncertainty

Numerical optimization: methods and
applications

Reduced order modeling

Emerging trends in CS&E education and
training

Spokane Convention Center

Unless otherwise specified, all sessions take
place at the convention center.

334 W Spokane Falls Blvd
Spokane, WA 99201

SIAM Registration Desk

The SIAM registration desk is in the
Ballroom Foyer of the Spokane Convention
Center. It is open during the following hours:

Sunday, February 24
3:00 p.m. - 7:30 p.m.

Monday, February 25
7:30 a.m. - 4:00 p.m.

Tuesday, February 26
7:30 am. - 4:00 p.m.

Wednesday, February 27
8:00 a.m. - 4:00 p.m.

Thursday, February 28
7:45 a.m. - 4:30 p.m.

Friday, March 1
8:00 a.m. - 12:00 p.m.

Child Care

Visit Spokane recommends The Little Red
Schoolhouse (509-456-3776) for attendees
interested in child care services. Attendees
are responsible for making their own child
care arrangements.

Corporate Members
and Affiliates

SIAM corporate members provide their
employees with knowledge about, access

to, and contacts in the applied mathematics
and computational sciences community
through their membership benefits. Corporate
membership is more than just a bundle

of tangible products and services; it is an
expression of support for SIAM and its
programs. SIAM is pleased to acknowledge
its corporate members and sponsors. In
recognition of their support, non-member
attendees who are employed by the following
organizations are entitled to the SIAM
member registration rate.

Corporate/Institutional Members
The Aerospace Corporation

Air Force Office of Scientific Research
Amazon

Argonne National Laboratory

Bechtel Marine Propulsion Laboratory
The Boeing Company

CEA/DAM

Cirrus Logic

Department of National Defence (DND/
CSEC)

DSTO- Defence Science and Technology
Organisation, Edinburgh

Exxon Mobil

IDA Center for Communications Research,
La Jolla

IDA Institute for Defense Analyses,
Princeton

IDA Institute for Defense Analyses, Bowie,
Maryland

Lawrence Berkeley National Laboratory
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Lawrence Livermore National Labs

Lockheed Martin Maritime Systems &
Sensors

Los Alamos National Laboratory
Max-Planck-Institute
Mentor Graphics

National Institute of Standards and
Technology (NIST)

National Security Agency

Oak Ridge National Laboratory
Sandia National Laboratories
Schlumberger

Simons Foundation

United States Department of Energy

U.S. Army Corps of Engineers, Engineer
Research and Development Center

List current as of December 2018.

Funding Agencies

SIAM and the conference organizing commit-
tee wish to extend their thanks and apprecia-
tion to the U.S. National Science Foundation
and the Department of Energy for their sup-
port of this conference.

Join SIAM and save!

Leading the applied
mathematics community . . .

SIAM members save up to $140 on

full registration for the 2019 SIAM
Conference on Computational Science and
Engineering! Join your peers in supporting
the premier professional society for applied
mathematicians and computational scientists.
SIAM members receive subscriptions to SIAM
Review, SIAM News and SIAM Unwrapped,
and enjoy substantial discounts on SIAM
books, journal subscriptions, and conference
registrations.

If you are not a SIAM member and paid the
Non-Member rate to attend, you can apply
the difference of $140 between what you
paid and what a member paid towards a
SIAM membership. Contact SIAM Customer
Service for details or join at the conference
registration desk.

If you are a SIAM member, it only costs
$15 to join the SIAM Activity Group on
Computational Science and Engineering
(SIAG/CSE). As a SIAG/CSE member, you
are eligible for an additional $15 discount
on this conference, so if you paid the SIAM
member rate to attend the conference, you
might be eligible for a free SIAG/CSE
membership. Check at the registration desk.

Students who paid the Student Non-Member
Rate will be automatically enrolled as SIAM
Student Members. Please go to my.siam.

org to update your education and contact
information in your profile. If you attend a
SIAM Academic Member Institution or are
part of a SIAM Student Chapter you will be
able to renew next year for free.

Join onsite at the registration desk, go to
https://www.siam.org/Membership/Join-SIAM
to join online or download an application
form, or contact SIAM Customer Service:
Telephone: +1-215-382-9800 (worldwide); or
800-447-7426 (U.S. and Canada only)

Fax: +1-215-386-7999

Email: membership@siam.org

Postal mail: Society for Industrial and Applied
Mathematics, 3600 Market Street, 6th floor,
Philadelphia, PA 19104-2688 U.S.

Standard Audio/Visual
Set-Up in Meeting Rooms

SIAM does not provide computers for

any speaker. When giving an electronic
presentation, speakers must provide their own
computers. SIAM is not responsible for the
safety and security of speakers’ computers.

A data (LCD) projector and screen will be
provided in all technical session meeting
rooms. The data projectors support both VGA
and HDMI connections. Presenters requiring
an alternate connection must provide their
own adaptor.

If you have questions regarding availability
of equipment in the meeting room of your
presentation, please see a SIAM staff member
at the registration desk.

Internet Access

Complimentary wireless internet access is
available in the Spokane Convention Center.

In addition, a limited number of computers
with internet access will be available during
registration hours.

Registration Fee Includes

Admission to all technical sessions

Business Meeting (open to SIAG/CSE
members)

Coffee breaks daily

Room set-ups and audio/visual equipment

Poster Sessions

Welcome Reception

In addition, the following events are available
to attendees at no additional costs. These
events are subsidized by SIAM and are not
covered by the registration fees:

Career Fair

Industry Reception

Job Postings

Please check at the STAM registration
desk regarding the availability of job
postings or visit jobs.siam.org.

Important Notice to Poster
Presenters

Poster boards and push pins will be available
to presenters beginning 12:00 p.m. on
Tuesday, February 26. Materials must be
posted by 4:30 p.m. on Tuesday, February

7. Presenters are requested to display their
posters from 4:30 p.m. on Tuesday, February
26 through 6:50 p.m. on Wednesday, February
27. Presenters should plan to stand by their
poster during the session they’ve been
assigned. If you are unsure which session
you have been assigned, please refer to the
speaker index in this book or check the online
program. Posters must be removed by 7:00
p-m. on Wednesday, February 27.

Poster Blitzes and Plenary
Poster Sessions including
Minisymposteria

There are two plenary poster sessions, each
include Minisymposteria. Minisymposteria
are collections of three or more posters by

different presenters grouped around a central
theme.
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Poster sessions will take place in Riverside
Hall D on Tuesday, February 26 and
Wednesday, February 27, 4:50 p.m. — 6:40
p-m. Poster Blitzes will precede each poster
session at 4:10 p.m. in Ballroom 100BC.

Presenters have been requested to display their
posters during both poster sessions from 4:30
p.m. on Tuesday, February 26 through 6:50
p-m. on Wednesday, February 27.

These sessions provide a great opportunity to
network and are a great prelude to dinner in
Spokane!

SIAM Books and Journals

Display copies of books and complimentary
copies of journals are available on site. SIAM
books are available at a discounted price
during the conference. The books booth will
be staffed from 9:00 a.m. — 5:00 p.m. Monday
through Thursday, and 9:00 a.m. - 11:30 a.m.
on Friday. If a SIAM books representative is
temporarily away from the booth, completed
order forms and payment (credit cards

are preferred) may be taken to the SIAM
registration desk. The books table will close at
11:30 a.m. on Friday.

Table Top Displays

Arm Ltd

Association for Women in Mathematics
Cambridge University Press

ICIAM 2019

National Academies Board on Mathematical
Sciences and Analytics

Princeton University Press
Resume Doctor

SIAM

Springer Nature

Students @SC19

Thank you to our Welcome
Reception sponsor!

2019 Conference Bag Sponsor
ssJulia

computing

Supporter
4\ MathWorks:

Name Badges

A space for emergency contact information
is provided on the back of your name
badge. Help us help you in the event of an
emergency!

Comments?
Comments about SIAM meetings are
encouraged! Please send to:

Cynthia Phillips, SIAM Vice President for
Programs (vpp @siam.org).

Get-togethers

Welcome Reception
Sunday, February 24 @
5:45 p.m. - 7:45 p.m -@

L A
Wednesday, February 27

<,

@ ﬁ
b

7:00 p.m. — 8:00 p.m.

Complimentary beer and wine will be served.

Poster Sessions
Tuesday, February 26 i)
4:50 p.m. - 6:50 p.m. k
Wednesday, February 27
4:50 p.m. - 6:50 p.m.

Business Meeting
(open to SIAG/CSE members)

Statement on Inclusiveness

As a professional society, SIAM is committed
to providing an inclusive climate that
encourages the open expression and exchange
of ideas, that is free from all forms of
discrimination, harassment, and retaliation,
and that is welcoming and comfortable to

all members and to those who participate in
its activities. In pursuit of that commitment,
SIAM is dedicated to the philosophy of
equality of opportunity and treatment for

all participants regardless of gender, gender
identity or expression, sexual orientation, race,
color, national or ethnic origin, religion or
religious belief, age, marital status, disabilities,
veteran status, field of expertise, or any other
reason not related to scientific merit. This
philosophy extends from SIAM conferences, to
its publications, and to its governing structures
and bodies. We expect all members of SIAM
and participants in SIAM activities to work
towards this commitment.

Please Note

SIAM is not responsible for the safety and
security of attendees’ computers. Do not leave
your laptop computers unattended. Please
remember to turn off your cell phones, tablets,
etc. during sessions.

Recording of Presentations

Audio and video recording of presentations
at SIAM meetings is prohibited without the
written permission of the presenter and SIAM.

Social Media

SIAM is promoting the use of social media,
such as Facebook and Twitter, to enhance
scientific discussion at its meetings and enable
attendees to connect with each other prior
to, during and after conferences. If you are
tweeting about a conference, please use the
designated hashtag to enable other attendees
to keep up with the Twitter conversation and
to allow better archiving of our conference
discussions. The hashtag for this meeting is
#SIAMCSE19.

SIAM’s Twitter handle is
@TheSIAMNews.

Changes to the Printed
Program

The printed program was current at the time
of printing, however, please review the online
program schedule (http://meetings.siam.org/
program.cfm?CONFCODE=CS19) or use the
mobile app for up-to-date information.

Award Announcements

On Thursday, February 28, 8:00-8:15 a.m.
the award announcements will take place.
The following prizes will be acknowledged
and announced: STAM/ACM Prize in
Computational Science and Engineering,
SIAM SIAG CSE Best Paper Prize, SIAM
CSE19 Poster prizes, SIAM James H.
Wilkinson Prize for Numerical Software,
and the Bavarian Graduate Computational
Engineering (BGCE) Student Paper Prize.

SIAM Events Mobile App

Scan the QR code with any QR reader and
download the TripBuilder EventMobile™
app to your iPhone, iPad, iTouch or Android
mobile device.

You can also visit
www.tripbuildermedia.com/apps/siam
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Multithreaded, Distributed
and Parallel Computing

[ ]
Leverage accelerators such
as GPUs and Google TPUs

[ ]
Petascale Performance on
Top500 supercomputers

D [ ® @ ® o ©

Simplicit)z Meets Speed

As easy as Python, R, and Matlab. As fast as C
and Fortran. Solves the two language problem.

Julia: Winner of the 2019 James H.
Wilkinson Prize for Numerical Software

Linear Algebra Standard Library

2000+
best-in-class Differential Equations DifferentialEquations.j|
packages Machine Learning Flux.jl

Operations Research JuMP.jl

Interoperability:

C, C++, Fortran, Image Processing Images.jl

Python, R, Java,

Data Manipulation JuliaDB.jl & DataFrames.jl

MPI. : o :
Visualization Plots.jl

Julia ..

BOX'

Run Julia in your browser.
Academic subscriptions for
$7/month/user.

www.juliacomputing.com

Julia ..

PRO

Develop Julia programs on
your computer in an IDE with
integrated visualization.

o0
o
’A Julia
ACADEMY

A learning platform with
Julia courses taught by core
Julia developers.

..Julia A technology startup founded by the co-creators of Julia to
o provide Julia training, products and services to Julia users.
computlng Email us at: info@juliacomputing.com
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DEPARTMENT OF ENERGY

COMPUTATIONAL SCIENGC
GRADUATE FELLOWSHIP

The DOE CSGF is open to senior The Department of Energy Computational Science Graduate Fellowship
undergraduates and students in (DOE CSGF) provides up to four years of financial support for students
their first year of doctoral study. pursuing doctoral degrees in fields that use high-performance computing

to solve complex problems in science and engineering.

0AK RIDGE NATIONAL LABORATORY The program also funds doctoral candidates in applied mathematics,

The first simulation of an atomic nucleus on a statistics or computer science who are pursuing research that will
quantum computer: a deuteron, the bound state . . . )

of a proton (red) and a neutron (blue). contribute to more effective use of emerging high-performance
ARGONNE NATIONAL LABORATORY systems. Complete details and a listing of applicable research
Streamlines from an early time step of the .

Rayleigh-Taylor instability depend on scalable areas can be found on the DOE CSGF website.

storage, communication, and data analysis
algorithms developed at extreme scale.

BENEFITS

+ $37,000 yearly stipend
+ Payment of full tuition and required fees

+ Yearly program review participation
This equal opportunity program is open to + Annual professional development allowance
all qualified persons without regard to race, . .

+ 12-week research practicum experience

gender, religion, age, physical disability or
national origin. + Renewable up to four years

www.krellinst.org/csgf

\ U.S. DEPARTMENT OF ofﬁce Of N‘v 2&A \-/;/\
'ENERGY | science VA A KRELL
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International Congress on

Industrial and Applied Mathematics aRseeee
July 15-19 s 2019
Valencia - Spain : :
Invited Speakers
Donald Goldfarb Hiroshi Suito

Marsha J. Berger
NYU, Courant Institute of
Mathematical Sciences, USA

Alfredo Bermtidez
Universidade de Santiago de
Compostela, Spain

Peter Bithimann
ETH Zurich, Switzerland

Carlos Conca
Universidad de Chile, Chile

Wolfgang Dahmen
University of South Carolina, USA

Hans De Sterck
Monash University, Australia

Leah Edelstein-Keshet
University of British Columbia,
Canada

Isabelle Gallagher
Ecole Normale Supérieure de Paris,
France

Omar Ghattas
University of Texas at Austin, USA

» Submission

deadlines

> E-alert sign-ups at www.iciam2019.com

Columbia University, USA

Thomas A. Grandine
The Boeing Company, USA

Nicholas J. Higham
University of Manchester, UK

Yunging Huang
Xiangtan University, China

Kristin Lauter
University of Washington, USA

C}qude Le Bris
Ecole des Ponts & Chaussées and
INRIA, France

RuolLi
Peking University, China

Sylvia Serfaty
NYU, Courant Institute of
Mathematical Sciences, USA

James Sethian

University of California, Berkeley, USA

Panagiotis E. Souganidis
University of Chicago, USA

Minisymposia: December 10, 2018
Contributed papers: January 7, 2019

Posters: April 1,2019

Tohoku University, Japan

Eitan Tadmor
University of Maryland, USA

Anna-Karin Tornberg
KTH Royal Institute of Technology,
Sweden

Marcelo Viana
Instituto de Matemdtica Pura e
Aplicada (IMPA), Brazil

Xiao-Ping Wang
Hong Kong University of Science
and Technology, China

J.A.C. Weideman
Stellenbosch University, South
Africa

Karen Willcox
Massachusetts Institute of
Technology (MIT), USA

Laura Wynter
IBM Research, Singapore
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SEMA

Sociedad Espaiiola de Matemitica Aplicada
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é SIAM Conference on
Computational Science

1

SIAM Activity Group on
Computational Science and

= Engineering (SIAG/CSE)

Spokane Convention Center www. Siam, Org/a CtiVity/Cse
K Spokane, Washington, USA )

SugJéau!Bug pu

ACTIVITIES INCLUDE
«  Special sessions at SIAM Annual Meetings
- Biennial conference

- Wiki

BENEFITS OF SIAG/CSE MEMBERSHIP

Additional $15 discount on registration at the SIAM Conference

on Computational Science and Engineering (excludes student)
+  Electronic communications about recent developments in your specialty
- Eligibility for candidacy for SIAG/CSE office

» Participation in the selection of SIAG/CSE officers

ELIGIBILITY

- Be a current SIAM member

COST

$15 per year
Student members can join two activity groups for free!

2019-20 SIAG/CSE OFFICERS

Chair; Karen Devine, Sandia National Laboratories
Vice-Chair: Suzanne Shontz, University of Kansas
Program Director: Stefan Wild, Argonne National Laboratory
Secretary: Judith Hill, Oak Ridge National Laboratory
TO JOIN

SIAG/CSE: my.siam.org/forms/join_siag.htm

SIAM: siam.org/joinsiam

A great way to get involved!

Collaborate and interact with mathematicians and applied scientists
whose work involves computational science and engineering.
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5iAMm. PRESENTS

Featured lectures & videos from conferences

An audio-visual archive comprised of more than 2,000
presentations posted in 40+ searchable topics, including:

* algebraic geometry

* atmospheric and oceanographic science
* computational science

* datamining

» geophysical science

* optimization

* uncertainty quantification and more..

The collection, Featured Lectures from our Archives, includes audio and 4 Ay
slides from 40+ conferences since 2008, including talks by invited and prize
speakers, select minisymposia, and minitutorials. Presentations from SIAM
conferences are being added throughout the year.

separated estimat

In addition you can view short video clips of speaker interviews from sessions
at Annual Meetings starting in 2010.

Plans for adding more content are on the horizon. Keep an eye out!

The audio, slide, and video presentations are part of SIAM’s outreach activities
to increase the public’s awareness of mathematics and computational
science in the real world, and to bring attention to exciting and valuable work
being done in the field. Funding from SIAM, the National Science Foundation,
and the Department of Energy was used to partially support this project. New presentations
are posted every
few months as the
program expands
with sessions from
additional SIAM

meetings. Users
can search for
presentations by
category, speaker
name, and/or key
words.

siam.org/presents
S —

Society for Industrial and 3600 Market Street, 6th Floor * Philadelphia, PA 19104-2688 USA
Applied Mathematics Phone: +1-215-382-9800 * Fax +1-215-386-7999 * service@siam.org * www.siam.org

SIiAM.

11/18
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Craduating? Earning your final degree?

SIAM offers a reduced rate membership for individuals

early in their careers

“ Awarding a

PhD is just the
beginning in
our professions.
Needless to say,
interacting
with the pillars
of our
community is a
must in
preparing
ourselves for
future career
goals. Being
able to remain
a SIAM
member
thanks to the
discounted rate
in the years
following the
PhD degree
allows one to
have more
chances for
these
interactions. ”

— Necibe
Tuncer,
Florida
Atlantic
University

Individuals who have graduated or received
their final degree within the last five years
are eligible for a reduced rate SIAM
membership with the same benefits as a
regular member—for less!

SIAM offers early career membership at
50% off the price of regular membership
for the first three years after receiving a
final degree and 25% off for the fourth and
fifth years.

If you graduated this year, you can remain
a member for just 22 cents a day!

If you are a SIAM student member, notify
SIAM that you would like to renew next
year as an early career member.

Starting a career can be a little
unsettling. SIAM can help you through
the rough spots in lots of ways:

W Develop your career

SIAM has numerous resources for finding
jobs, including the SIAM job board,
professional ads in SIAM News, and various
activity group electronic mailing lists. Plus,
SIAM's science policy electronic mailing

list can keep you informed about funding
opportunities and issues affecting applied
mathematics and computational science.

o Networking Opportunities

SIAM membership helps graduates make the
transition from completing their education
to building a career. With a wealth of
resources, SIAM will support your journey

as you grow professionally. Plus, you can
make a difference to your profession by
participating in activity groups, presenting at
SIAM conferences, and volunteering to serve
on SIAM committees.

" Discounts

You'll receive generous discounts on SIAM
conference registrations, books, and
journals. Take advantage of the specially-
reduced conference fee for the SIAM Annual
Meeting available only to SIAM early career
members.

M Keep up-to-date on what's happening
in the field

SIAM members receive SIAM Review, a
quarterly publication providing an overview
of applied mathematics, in print as well

as in electronic format. You'll also receive
SIAM News, the news journal of the applied
mathematics community.

W' Additional Benefits

As an early career member, these additional

benefits are available to you:

- Vote, hold office, and serve on SIAM
committees.

- Nominate two students for free
membership.

- Nominate eligible colleagues for the SIAM
Fellows program and begin to accumulate
the years of membership that will qualify
you to be nominated as a SIAM Fellow.

For more information about becoming an early career member,
contact Membership Manager Tim Fest at fest@siam.org.

m Society for Industrialand 3600 Market Street, 6th Floor, Philadelphia, PA 19104-2688 US.
®

Applied Mathematics +1-215-382-9800 - Fax: +1-215-386-7999 - membership@siam.org - www.siam.org

12/18
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Professors:

Younger SIAM members consistently say they joined SIAM
because their advisors recommended that they do so.

Student membership is free if:
« Your college or university is an Academic Member

- You have a student chapter at your school
- Students are referred by a member of SIAM (like you!)

« Your student attends a SIAM conference and pays the
nonmember student rate

Check your students’ eligibility at siam.org/students, -

nominate a student for free SIAM membership SlaJ1L

at siam.org/forms/nominate-student, or contact : e —
. . . . Society for Industrial and

membership@siam.org for more information. Applied Mathematics
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New from SI AM

Scientific Computing: An Introductory Survey,
Revised Second Edition

Michael T. Heath

This book differs from traditional numerical
analysis texts in that it focuses on the motivation
and ideas behind the algorithms presented
rather than on detailed analyses of them. It
presents a broad overview of methods and
software for solving mathematical problems
arising in computational modeling and data
analysis, including proper problem formulation,
selection of effective solution algorithms, and
interpretation of results. This Classics edition has been updated
to include pointers to Python software and the Chebfun package,
expansions on barycentric formulation for Lagrange polynomial
interpretation and stochastic methods, and the availability of
about 100 interactive educational modules that dynamically
illustrate the concepts and algorithms in the book.

2018 / xx + 567 / ISBN 978-1-611975-57-4
List $94.00 / SIAM Member $65.80/ Order Code: CL80

Computational Mathematics with SageMath

“This fantastic and deep book about how to use
Sage for learning and doing mathematics at all
levels perfectly complements the existing Sage
documentation. It is filled with many carefully
thought through examples and exercises, and
great care has been taken to put computational
functionality into proper mathematical context.
Flip to almost any random page in this amazing
book, and you will learn how to play with and
visualize some beautiful part of mathematics.”

--- William A. Stein, CEO, SageMath, and Professor of
Mathematics, University of Washington

2018 / xii + 465 / ISBN 978-1-611975-45-1

List $69.00 / SIAM Member $48.30 / Order Code: OT160

A\ Computational
Mathematics

with SageMath

Bits and Bugs: A Scientific

and Historical Review on Software Failures
in Computational Science

Thomas Huckle and Tobias Neckel

This self-contained book describes and
analyzes reported software failures related to
the major topics within scientific computing:
mathematical modeling of phenomena;
numerical analysis (humber representation,
rounding, conditioning); mathematical aspects
and complexity of algorithms, systems, or
software; concurrent computing (parallelization,
scheduling, synchronization); and numerical
data (such as input of data and design of control logic). Readers
will find lists of related, interesting bugs, MATLAB examples,
and “excursions” that provide necessary background, as well

as an in-depth analysis of various aspects of the selected bugs.
Illustrative examples of numerical principles such as machine
numbers, rounding errors, condition numbers, and complexity
are also included.

2018 / x + 251 / ISBN 978-1-611975-55-0
List $44.00 / SIAM Member $30.80 / Order Code: SE29

Introduction to High Performance Scientific
Computing
David L. Chopp

Based on a course developed

by the author, this book introduces

methods for adding parallelism to numerical
methods for solving differential equations. It
contains exercises and programming projects
that facilitate learning as well as examples

and discussions based on the C programming
language, with additional comments for those
already familiar with C++. Providing an overview
of concepts and algorithmic techniques for modern scientific
computing, the text is divided into six self-contained parts that
can be assembled in any order to create an introductory course
on available computer hardware.

2019 / + pages / Softcover / ISBN 978-1-611975-63-5
List $XX.00 / SIAM Member $XX.00 / Order Code SE30

Computational Uncertainty Quantification for
Inverse Problems

Johnathan M. Bardsley

This book is an introduction to both
computational inverse problems and
uncertainty quantification (UQ) for inverse
problems. It also presents more advanced
material on Bayesian methods and UQ,
including Markov chain Monte Carlo sampling
methods for UQ in inverse problems. Each
chapter contains MATLAB® code that
implements the algorithms and generates the
figures, as well as a large number of exercises accessible to both
graduate students and researchers

2018 / viii + 135 pages / Softcover / 978-1-611975-37-6
List $59.00 / SIAM Member $41.30 / Order Code: CS19

TOMNATHAN M. BARDSIEY

- Computational
* Uncertainty
Quantification
for Inverse

- Problems

Order at bookstore.siam.org

Use your credit card (AMEX, MasterCard, VISA, and
Discover) by phone: +1-215-382-9800 worldwide or fax:
+1-215-386-7999.

Or send check or money order in US dollars to:
SIAM, Dept. BKNZ19, 3600 Market Street, 6% Floor,
Philadelphia, PA 19104-2688 U.S.

Members and customers outside North America can also
order through SIAM’s distributor, the Eurospan Group, at
eurospanbookstore.com/siam

siam.

Society for Industrial and
Applied Mathematics
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Invited Plenary Speakers

** All Plenary Lectures are scheduled take place in Ballroom 100BC**

Monday, February 25
8:30 a.m. - 9:15 a.m.
IP1 Modelling 100 Percent Renewable Electricity
Michael C. Ferris, University of Wisconsin, Madison, U.S.

1:00 p.m. - 1:45 p.m.
IP2 Deep Learning for Inverse Problems - Some Recent Approaches
Carola-Bibiane Schénlieb, University of Cambridge, United Kingdom

Tuesday, February 26

8:30 a.m. - 9:15 a.m.
IP3 Reduced Order Methods for PDEs: State of the Art and Perspectives with Applications in Industry,
Medicine and Environmental Sciences

Gianluigi Rozza, SISSA, International School for Advanced Studies, Trieste, Italy

1:00 p.m. - 1:45 p.m.
IP4 Fluid-Structure Interaction in Medicine and Biology: Methods, Models, and Applications
Boyce E. Griffith, University of North Carolina at Chapel Hill, U.S.

Wednesday, February 27
8:30 a.m. - 9:15 a.m.

IPS Communication Avoiding: The Past Decade and the New Challenges
Laura Grigori, Inria Paris, France

1:00 p.m. - 1:45 p.m.
IP6 Stochastic Gradient Descent, in Theory and Practice
Rachel Ward, University of Texas at Austin, U.S.

Thursday, February 28

(see next page for prize lectures scheduled for Thursday morning)

1:00 p.m. - 1:45 p.m.
IP7 Physical, Numerical, and Computational Challenges in Modelling Oceans for Climate
Alistair Adcroft, Princeton University and NOAA-GFDL, U.S.

Friday, March 1
8:30 a.m. - 9:15 a.m.

IP8 Role of Tensors in Machine Learning

Anima Anandkumar, Amazon and California Institute of Technology, U.S
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Invited Plenary Speakers - Prize Lectures

** All Plenary Lectures are scheduled take place in Ballroom 100BC **

Wednesday, February 27
11:30 a.m. - 12:00 p.m.

SP1 SIAG CSE Best Paper Prize Lecture
Recipient To Be Announced

Thursday, February 28
8:15 a.m. - 8:45 a.m.
SP2 SIAG/CSE Early Career Prize

Data-Driven Discovery and Control of Complex Systems: Uncovering Interpretable and Generalizable
Nonlinear Models

Steven Brunton, University of Washington, U.S.

8:45 a.m. - 9:15 a.m.
SP3 SIAM/ACM Prize in Computational Science and Engineering
The Singular Value Decomposition: Anatomy of an Algorithm, Optimizing for Performance
Jack J. Dongarra, University of Tennessee and Oak Ridge National Laboratory, U.S.

11:30 a.m. - 12:00 p.m.

SP4 James H. Wilkinson Prize for Numerical Software
Solving the Two Language Problem in Scientific Computing and Machine Learning with Julia
Jeffrey Bezanson, Stefan Karpinski, and Viral Shah, Julia Computing, Inc., U.S.
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** All Minitutorials will take place in room 300D**

Tuesday, February 26
9:45 a.m. - 11:25 a.m.
MT1 Introduction To PETSc
Jed Brown, University of Colorado Boulder, U.S.
Tobin Isaac, Georgia Institute of Technology, U.S.
Matthew G. Knepley, State University of New York at Buffalo, U.S.

Wednesday, February 27
9:45 a.m. - 11:25 a.m.
MT2 Solving Differential Equations with the libMesh Finite Element Library
Paul Bauman, State University of New York at Buffalo, U.S.
John W. Peterson, Idaho National Laboratory, U.S.
Roy Stogner, University of Texas at Austin, U.S.

Thursday, February 28
9:45 a.m. - 11:25 a.m.
MT3 MOOSE: Enabling Multiphysics
Derek R. Gaston, [daho National Laboratory, U.S.
Andrew Slaughter, /Idaho National Laboratory, U.S.

Friday, March 1
9:45 a.m. - 11:25 a.m.

MT4 Firedrake: Automated High Performance Finite Element Simulation
Thomas H. Gibson, Imperial College London, United Kingdom
David Ham, Imperial College London, United Kingdom
Lawrence Mitchell, Durham University, United Kingdom
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Featured Minisymposia

Selected by the CSE19 Organizing Committee, these minisymposia provide overview presentations on fundamental
advances in fields related to the conference themes. Each featured minisymposium will begin with a broadly accessible
introduction to the topic, followed by presentations about important advances in the area. These sessions are a great
opportunity for conference attendees to broaden their horizons and learn about important advances in areas with which
they may not be fully familiar.

Monday, February 25

MS1 Mathematical Advances in Deep Learning - Part I of II

MSS8 Uncertainty Quantification and Data Assimilation - Part I of II

MS35 Mathematical Advances in Deep Learning - Part II of II

MS42 Uncertainty Quantification and Data Assimilation - Part IT of II

MS78 Optimization with Coupled PDEs in Multiphysics Applications

MS95 Performance Portability and Numerical Libraries: Challenges and Opportunities for Sustainable

Science - Part I of II
MS101 Scientific Data Visualization Platforms Facilitating New Paradigms

Tuesday, February 26

MS118 Hydrodynamics at Small Scales: Fluctuating Hydrodynamics - Part I of II

MS119 Model Reduction for Problems with Strong Convection, Sharp Gradients, and Discontinuities -
Part I of II

MS127 Design and Usability of High-performance PDE Software Engines and Frameworks - Part I of II

MS129 Performance Portability and Numerical Libraries: Challenges and Opportunities for Sustainable
Science - Part IT of II

MS152 Hydrodynamics at Small Scales: Fluctuating Hydrodynamics - Part I of 11

MS153 Model Reduction for Problems with Strong Convection, Sharp Gradients, and Discontinuities -
Part IT of II

MS161 Design and Usability of High-performance PDE Software Engines and Frameworks - Part II of 11

Wednesday, February 27
MS195 CSE Education and Workforce - Part I of II
MS229 CSE Education and Workforce - Part II of II

Thursday, February 28

MS239 Multiphysics: Extensible, Composable Algorithms and Software - Part I of II
MS260 Applications of Data Assimilation in Science, Engineering, and Industry - Part I of II
MS272 Multiphysics: Extensible, Composable Algorithms and Software - Part II of II
MS294 Applications of Data Assimilation in Science, Engineering, and Industry - Part II of II

Friday, March 1

MS314 Optimal Experimental Design for Bayesian Inverse Problems

MS353 Mathematics of Energy Materials - Part I of II

MS363 Summation-by-Parts: A Framework for the Development and Analysis of Modern Numerical
Methods - Part I of 11

MS385 Mathematics of Energy Materials - Part II of 11

MS395 Summation-by-Parts: A Framework for the Development and Analysis of Modern Numerical

Methods - Part II of 11
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Career Fair

Careers in Business, Industry, and Government

Tuesday, February 26

Job Fair Session I: 9:45 a.m. - 11:45 a.m.
Job Fair Session 1I: 2:00 p.m. - 4:00 p.m.
Room: Ballroom 100A

The career fair will feature representatives from nonacademic employers from industry and government. These
representatives will be prepared to discuss with you the opportunities for internships, postdoctoral appointments and
full-time jobs at their organizations.

The career fair will feature morning and afternoon sessions during which you will have the opportunity to speak
with the representatives of the participating organizations.

To maximize the value of your discussion, SIAM recommends that you take time beforehand to learn about the
organizations that interest you.

SIAM is pleased to share the list of organizations that will participate in the 2019 Career Fair. This list is
current at time of printing. The most up to date list of participants can be found at
https://www.siam.org/conferences/CM/P/CF/csel9-career-fair.

* Argonne National Laboratory

* Department of Energy Computational Science Graduate Fellowship (DOE CSGF)
* ExxonMobil Upstream Research Company
* Los Alamos National Laboratory

* MathWorks

* NASA Langley Research Center

* Naval Nuclear Laboratory

* Nokia Bell Labs

* Oak Ridge National Laboratory

* Pacific Northwest National Laboratory

* Raytheon

* Sandia National Laboratories

e U.S. Army Research and Development Center (ERDC)
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Student Days

Student Days at the 2019 SIAM Conference on Computational Science and Engineering are for students and about students.
Organizers have got it all covered this year, with activities and sessions where students can meet with both peers and professionals
in their field, participate in a career fair, attend an information session on hot areas for jobs and research, and network with SIAM
Student Chapters from all over the world.

Goals

Organized by the SIAM Education Committee (Chaired by Suzanne Weekes, Worcester Polytechnic Inst), Student Days are designed
to encourage student participation in SIAM, to help students learn more about applied mathematics and computational science

as both fields of study and as careers, and to provide a forum for emerging mathematicians to learn about their field from the
professionals who know the answers. Organizers also hope to encourage those in the learning community to establish new student
chapters of SIAM and to promote interaction between students and SIAM leadership.

Events and Happenings

Student Days sessions include presentations and posters by student chapter. In addition, students can attend plenary sessions from the
CSE19 schedule. Other activities that will enhance the meeting for students include a special orientation prior to Sunday’s welcome
reception, Tutorials for Students, an Early Career Panel, and Prize sessions. Other activities that will be of interest to students include

the career fair, evening Welcome Reception on Sunday, and the poster sessions on Tuesday and Wednesday.

Sunday, February 24
4:45 p.m. - 5:45 p.m. Student Days: Student Orientation
5:45 p.m. - 7:45 p.m. Welcome Reception

Monday, February 25

9:45 a.m. - 11:25 a.m. MS4 Student Days: Student Chapter
Presentations - Part I of 11

9:45 a.m. - 11:25 a.m. MS16 Tutorials for Students:
Accessible Introductions to Active Research Areas

11:30 a.m. - 12:30 p.m. PD2 Early Career Panel

2:15 p.m. - 3:55 p.m. MS52 Tutorials for Students: Accessible
Introductions to Active Research Areas - Part II of 11

4:10 p.m. - 5:50 p.m. MS73 Student Days: Student Chapter
Presentations - Part II of 11

Tuesday, February 26

7:00 a.m. - 8:15 a.m. Student Days: Chapter Breakfast with
SIAM Leadership (by invitation)

9:45 a.m. - 11:25 a.m. MS130 Computational Engineering
(BGCE) Student Paper Prize - Part I of 11

9:45 a.m. - 11:45 a.m. Career Fair

11:30 a.m. - 12:30 p.m. PD Mentor-Mentee Mixer

2:00 p.m. - 4:00 p.m. Career Fair

2:15 p.m. - 3:55 p.m. MS164 Computational Engineering
(BGCE) Student Paper Prize - Part II of II

4:50 p.m. — 6:50 p.m.PP1 Poster Session

6:30 p.m. - 8:00 p.m. Industry Reception

7:00 p.m. - 8:00 p.m. Book Panel & Reception

Wednesday, February 27

9:45 a.m. - 11:25 a.m. MS173 Student Days: Undergraduate
Presentations - Part I of 1I

4:50 p.m. - 6:50 p.m. PP204 Minisymposterium: Student Days
- Student Chapter Posters

4:50 p.m. - 6:50 p.m. PP205 Minisymposterium: Student Days
- Undergraduate Posters

Thursday, February 28

8:00 a.m. - 8:15 a.m. Awards Announcement

8:15 a.m. - 8:45 a.m. SIAM Activity Group on Computational
Science and Engineering Early Career Prize

8:45 a.m. - 9:15 a.m. STAM/ACM Prize in Computational
Science and Engineering
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Workshops

Workshop Celebrating Diversity (WCD)

This annual event provides a chance for students to listen to technical talks presented by minority graduate students. The workshop is
intended to accomplish several goals:

* To send a clear, explicit message of enthusiastic welcome and support from SIAM to members of under-represented groups. The
workshop is deliberately held as part of a regular STAM meeting so that the participants can combine the experiences of attending
a regular scientific meeting and a special occasion dedicated to them.

» To bring together a mixture of people from different levels of age and professional experience, ranging from undergraduate
students to senior scientists.

* To provide an opportunity for minority graduate students to present their research.

* To provide an informal, comfortable setting (a lunch) where all the students can meet applied and computational mathematicians
with a wide variety of jobs in academia, national laboratories, industry, and government.

All registered attendees are invited to attend Workshop Celebrating Diversity sessions.

The following sessions are part of the Workshop Celebrating Diversity.

MS135 WCD Workshop MS169 WCD Workshop
MS203 WCD Workshop MS237 WCD Workshop

Check the online program for an update on these sessions.

SIAM Workshop Celebrating Diversity and Sustainable Horizons Institute Broader Engagement Program are hosting a joint lunch
(by invitation) on Wednesday, February 27, 11:30 a.m.-1:00 p.m. Those participating in the programs are encouraged to attend.

Association for Women in Mathematics (AWM) Workshop

The Workshop for Women Graduate Students and Recent P.h.D.’s is held in conjunction with the SIAM Annual Meeting. All
registered attendees are invited to attend the AWM Workshop technical sessions. See https://awm-math.org/meetings/awm-siam/ for
additional information.

The following sessions are part of the AWM Workshop.

MS3 AWM Workshop: Data Science and Mathematics - Part I of 11

MS37 AWM Workshop: Data Science and Mathematics - Part II of 11

MS147 AWM Workshop Panel: Perspectives and Advice from Women in Research
PP101 AWM Workshop: Poster Session

Sustainable Horizons Institute
Broader Engagement and Mentoring Program

The goals of the program are to bring a diverse group of students, faculty, and professional to the conference, engage them in
conference activities and the community, and engage the CSE community in learning about and supporting diversity and inclusion.

The following sessions are part of this program.

MS13 BE: Mentor Protégé

MS48 BE: Best Practices for CSE Diversity and Inclusion

MSS82 BE: Lightning Talks

MS114 BE: Broader Engagement Technical Research - Part I of II
MS115 BE: Securing Extreme-Scale Scientific Computing

MS148 BE: Broader Engagement Technical Research - Part II of II
MS149 BE: Social Modeling through Game Design, A STEAM Workshop
MS182 BE: GPU Accelerated Computing on Summit

MS215 BE: Parallel Algorithm Design

MS250 BE: Advances in Computational Drug Discovery - Part I of I1
MS283 BE: Advances in Computational Drug Discovery - Part II of II
MS317 BE: Overcoming Workplace Challenges Panel: Trials, Tribulations, and Triumphs
MS349 BE: Wrap-up Session

SIAM Workshop Celebrating Diversity and Sustainable Horizons Institute Broader Engagement Program are hosting a joint lunch
(by invitation) on Wednesday, February 27, 11:30 a.m.-1:00 p.m. Those participating in the programs are encouraged to attend.
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Sunday, February 24

Monday, February 25

Registration
3:00 p.m.-7:30 p.m.

Room: Ballroom Foyer

Broader Engagement (BE):
Welcome and Orientation

3:45 p.m.-4:45 p.m.
Room: 302A

Student Days: Student
Orientation

4:45 p.m.-5:45 p.m.

Room: Conference Theater

Welcome Reception @
5:45 p.m.-7:45 p.m. &

Room: Ballroom Foyer

Data Science Book Series
Editorial Board Meeting

7:00 a.m.-8:15 a.m.

Room: Davenport Hotel -- Meeting Room
11

Registration
7:30 a.m.-4:00 p.m.

Room: Ballroom Foyer

Welcome Remarks
8:15 a.m.-8:30 a.m.

Room: Ballroom 100BC

Monday, February 25
IP1

Modelling 100 Percent
Renewable Electricity

8:30 a.m.-9:15 a.m.
Room: Ballroom 100BC

Chair: Suzanne M. Shontz, University of
Kansas, U.S.

In the past few decades, power grids
across the world have become dependent
on markets that aim to efficiently

match supply with demand at all times
via a variety of pricing and auction
mechanisms. These markets are based on
models that capture interactions between
producers, transmission and consumers.
The recent explosion in the use of
renewable supply such as wind, solar and
hydro has led to increased volatility in
this system at a number of different time
scales. Nevertheless, various countries
have announced target dates for a 100%
renewable electricity system. Such targets
require long-term investment planning,
medium-term storage management
(including batteries and pumped storage),
as well as a short-term analysis of
demand-response, involuntary load
curtailment and transmission congestion.
We develop models that aim to ensure
enough generation capacity for the

long term under various constraints
related to environmental concerns, and
consider the recovery of costs for this
enhanced infrastructure. We demonstrate
how risk can impose significant costs

on the system that are not modeled in
the context of socially optimal power
system markets and highlight the use

of contracts to reduce or recover these
costs. We discuss how models can be
used to compare several 100% renewable
investment scenarios, and consider the
performance in terms of investment and
fuel costs, emissions, electricity prices,
and lost-load.

Michael C. Ferris
University of Wisconsin, Madison, U.S.

Coffee Break
9:15 a.m.-9:45 a.m.

Room: Ballroom Foyer

p
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Monday, February 25

MS1

Mathematical Advances in
Deep Learning - Part | of Il

9:45a.m.-11:25 a.m.

Room: Ballroom 100BC

For Part 2 see MS35
Featured Minisymposium

Training neural networks with many
hidden layers, aka Deep Learning, has
become a booming area of machine
learning. Despite enormous success in
applications including computer vision
and speech recognition, several critical
challenges in designing, training, and
understanding deep networks persist.
This minisymposium presents recent
advances toward rigorous mathematical
underpinnings of deep learning and more
efficient training. Speakers will report
on recent success enabled by applying
techniques from partial differential
equations, optimization, optimal
control, inverse problems, uncertainty
quantification, to the deep learning
problem.

Organizer: Lars Ruthotto
Emory University, U.S.

Organizer: Eldad Haber
University of British Columbia, Canada

9:45-10:05 Adversarial Regularizers in

Inverse Problem

Sebastian Lunz and Carola-Bibiane
Schonlieb, University of Cambridge,
United Kingdom; Ozan Oktem, KTH Royal
Institute of Technology, Sweden

10:10-10:30 Simple and Effective PDE

Based Approaches to Deep Learning

Stanley J. Osher and Bao Wang, University
of California, Los Angeles, U.S.; Li
Zhen, Hong Kong University of Science
and Technology, Hong Kong; Wei Zhu,
University of California, Los Angeles,
U.S.; Zuogiang Shi, Tsinghua University,
China; Adam M. Oberman, McGill
University, Canada; Pratik A. Chaudhari,
Penghang Yin, Xiyang Luo, Minh Pham,
and Alex Lin, University of California, Los
Angeles, U.S.

continued in next column

10:35-10:55 Simultaneous Parallel-

in-layer Optimization for Training of

Deep Residual Networks

Stefanie Guenther, Technische Universitét
Kaiserslautern, Germany; Lars Ruthotto,
Emory University, U.S.; Jacob B.
Schroder, Lawrence Livermore National
Laboratory, U.S.; Nicolas R. Gauger,
Technische Universitit Kaiserslautern,
Germany

11:00-11:20 Neural Ordinary

Differential Equations

Ricky T. Q. Chen, David Duvenaud,
Yulia Rubanova, and Jesse Bettencourt,
University of Toronto, Canada

Monday, February 25
MS2

Scientific Software:
Practices, Concerns, and
Solution Strategies - Part | of
Il

9:45 a.m.-11:25 a.m.

Room: Conference Theater

For Part 2 see MS36

Software is an increasingly important
component of scientific research. It would
not be an exaggeration to say that almost
all forms of scientific research today
involve software, whether to compute,

to manage, or to analyze. The kinds

of software used and the associated
issues, which range from technical

to sociological, are as diverse as the
scientific communities themselves. This
minisymposium reflects this rich diversity,
including presentations from software
developers, users, and scientific project
managers from various parts of the world
and from various science communities.
The common thread among these topics
is that many overlapping subsets of
scientific software issues are of interest to
various participants. The minisymposium
will, therefore, be a snapshot of the
current state of practices, concerns

and solution strategies in the world of
scientific software.

Organizer: Anshu Dubey
Argonne National Laboratory, U.S.
9:45-10:05 Toward Automatic
Generation of Scientific Software
Artifacts

Spencer Smith, McMaster University, Canada

10:10-10:30 Runtime Data Analysis for

CSE Applications

Alvaro Coutinho, Universidade Federal de Rio
de Janeiro, Brazil; Marta Mattoso, Federal
University of Rio de Janeiro, Brazil; José
Camata, COPPE/Universidade Federal do
Rio e Janeiro, Brazil; Vitor Souza, Linda
Gsenhues, and Renan Souza, Federal
University of Rio de Janeiro, Brazil

continued on next page
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10:35-10:55 Development and

Integration Workflows for Large

Complex Distributed CSE Software

Efforts

Roscoe A. Bartlett, Sandia National
Laboratories, U.S.

11:00-11:20 How to Assure Quality

of Software Preservation Early in a

Project Life Cycle and Ongoing Efforts

Sandra Gesing, Natalie K. Meyers, Rick
Johnson, and Zheng Wang, University of
Notre Dame, U.S.

Monday, February 25

MS3

AWM Workshop: Data
Science and Mathematics -
Part | of Il

9:45a.m.-11:25 a.m.

Room: 102A
For Part 2 see MS37

Organizer: Deanna Needell
University of California, Los Angeles, U.S.

Organizer: Giseon Heo
University of Alberta, Canada

9:45-10:05 Stochastic Methods for

High Dimensional Data with Multiple

Measurement Vectors

Natalie Durgin, Spiceworks, U.S.; Rachel
Grotheer, Goucher College, U.S.; Chenxi
Huang, Yale University, U.S.; Shuang Li,
Colorado School of Mines, U.S.; Anna
Ma, University of California, San Diego,
U.S.; Deanna Needell and Jing Qin,
University of California, Los Angeles,
U.S.

10:10-10:30 Compressed Anomaly

Detection with Multiple Mixed

Observations

Natalie Durgin, Spiceworks, U.S.; Rachel
Grotheer, Goucher College, U.S.; Chenxi
Huang, Yale University, U.S.; Shuang Li,
Colorado School of Mines, U.S.; Anna
Ma, University of California, San Diego,
U.S.; Deanna Needell and Jing Qin,
University of California, Los Angeles,
U.S.

10:35-10:55 Heuristic Framework

for Multi-scale Testing of the Mulfi-

manifold Hypothesis

Karamatou Yacoubou Djima, Amherst
College, U.S.; Ness Linda, Rutgers
University, U.S.; Patricia Medina,
Worcester Polytechnic Institute, U.S.;

Melanie Weber, Princeton University, U.S.

11:00-11:20 Path-based Spectral

Clustering: Guarantees, Robustness

to Outliers, and Fast Algorithms

Anna Little, Michigan State University,
U.S.; James Murphy, Tufts University,
U.S.; Mauro Maggioni, Johns Hopkins
University, U.S.

Monday, February 25
MS4

Student Days: Student
Chapter Presentations - Part
1 of ll

9:45 a.m.-11:25 a.m.

Room: 102B

For Part 2 see MS73
Presentations given by students from
SIAM Student Chapters.

See online program for an update on
this session.
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Monday, February 25

MSS

Recent Advances in
Modeling and Numerical
Analysis for Electronic
Structure Calculations - Part
| of Il

9:45a.m.-11:25 a.m.

Room: 102C

For Part 2 see MS39

The goal of this minisymposium

is to bring experts working on new
modeling approaches and algorithmic
contributions for electronic structure
problems in materials. For many cutting
edge applications, materials have to
been studied at the quantum level to
predict their properties, such as transport
(conduction), magnetic or optical
response. Systems that are of interest

to materials scientists are typically of
increasing complexity and scales, leading
to new challenges from a mathematical
and computational perspective for the
computation and characterization of the
electronic structure of materials. One
recent example among others is that of
devices formed of multiple layers of
recently discovered 2D materials such

as graphene, boron nitride, etc. and
which lack periodicity. The first talk of
the session will give an introduction to
electronic structure computations and the
other invited speakers will present their
latest developments in the field.

Organizer: Paul Cazeaux

University of Kansas, U.S.

9:45-10:05 Recent Developments of

Quantum Embedding Theories

Lin Lin, University of California, Berkeley
and Lawrence Berkeley National
Laboratory, U.S.

10:10-10:30 Permutation-invariant

Interatomic Potentials Based on

Ab-initio Data

Genevieve Dusson, University of Warwick,
United Kingdom

continued in next column

10:35-10:55 Electronic Structure

Methods for 2D Materials

Matthias Maier, Texas A&M University, U.S.;
Mitchell Luskin, University of Minnesota,
U.S.

11:00-11:20 Electronic Structure of
Incommensurate Materials using
Momentum Space

Daniel Massatt, University of Minnesota, U.S.

Monday, February 25

MSé

Roundoff Error in
High-Performance
Implementations of CG/
Lanczos-type Solvers - Part |
of Il

9:45a.m.-11:25 a.m.

Room: 102D

For Part 2 see MS40

The conjugate gradient and Lanczos
algorithms are widely used methods
for solving Hermitian positive definite
linear systems, computing eigenvalues
of Hermitian matrices and, more
generally, for computing the product of
a function of a Hermitian matrix with a
given vector. It is well-known that the
methods may behave differently in finite
precision arithmetic than they would

in exact arithmetic, which means that
whenever different implementations are
considered -- such as implementations
that make better use of parallelism --
one must be careful about the effects
on actual performance and accuracy.
This minisymposium brings together
researchers to talk about different
mathematically equivalent CG/Lanczos
implementations and their behavior in
finite precision arithmetic.

Organizer: Erin C. Carson
Charles University, Czech Republic

Organizer: Anne Greenbaum
University of Washington, U.S.
9:45-10:05 Why Worry about Rounding

Errors in Hermitian Krylov Subspace
Methods?

Anne Greenbaum, University of Washington,
U.s.

10:10-10:30 Computing Matrix
Functions with the Finite Precision
Lanczos Method: New Convergence
Bounds and Limitations

Christopher Musco, Massachusetts Institute
of Technology, U.S.

continued on next page
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10:35-10:55 Characterizing Parallel

Scalability of Asynchronous Krylov

Solvers

Kevin DeWeese, University of Washington,
U.S.

11:00-11:20 Spectral Clustering of

Graph Vertex Subsets via Krylov

Subspace Model Reduction

Alexander V. Mamonov, University of
Houston, U.S.; Vladimir Druskin, Worcester
Polytechnic Institute, U.S.; Mikhail
Zaslavsky, Schlumberger-Doll Research,
U.S.

Monday, February 25

MS7

Numerical Linear Algebra for
Machine Learning - Part | of
Il

9:45a.m.-11:25 a.m.

Room: 111A

For Part 2 see MS41

Machine learning algorithms such as
deep neural networks with convolution
and fully connected layers, recurrent
neural networks, support vector
machines, and kernel machines rely

on linear algebra for matrix-vector and
matrix-matrix products. Many other
algorithms for “big data processing”
rely on low-rank decomposition

such as the thin SVD, rank-revealing
QR factorizations, and randomized
projection and sampling algorithms.

In this MS, we will explore the
connections between machine learning
algorithms and numerical linear
algebra, including techniques such as
the fast multipole method, hierarchical
matrices, structured matrices, tensor
representations, tensor-trains, low-rank
and sparse representations, and numerical
algorithms for large-scale eigenvalue and
singular value calculations.

Organizer: Leopold Cambier
Stanford University, U.S.

Organizer: Eric F. Darve

Stanford University, U.S.

9:45-10:05 Kronecker Factorization for

Second Order Optimization in Deep

Learning

Rio Yokota, Tokyo Institute of Technology,
Japan

10:10-10:30 Using Deep Learning

for the Solution of Partial Differential

Equations

Ziyi Yang, Stanford University, U.S.

continued in next column

10:35-10:55 Fast Approximations of

Hessians

George M. Turkiyyah, American University
of Beirut, Lebanon and King Abdullah
University of Science & Technology
(KAUST), Saudi Arabia; Wajih Halim
Boukaram and David E. Keyes, King
Abdullah University of Science &
Technology (KAUST), Saudi Arabia

11:00-11:20 A Novel Compression

Algorithm for the Construction of

Hierarchically Semi-separable

Matrices for Kernel Matrices

Gustavo Chavez, Lawrence Berkeley National
Laboratory, U.S.; Rebrova Elizaveta,
University of California, Los Angeles,
U.S.; Pieter Ghysels and Sherry Li,
Lawrence Berkeley National Laboratory,
U.s.
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MS8

Uncertainty Quantification
and Data Assimilation - Part
| of ll

9:45 a.m.-11:25 a.m.

Room: 111B

For Part 2 see MS42
Featured Minisymposium

Data assimilation is the primary means
of prediction and parameter estimation
in weather forecasting, geophysics,
fluid dynamics, and finance. Standard
methods in filtering and Bayesian
inference are particularly appealing
considering the rapid advances in data
acquisition in recent years. However,
incorporating observation data with
forward models introduces both

model and measurement uncertainty
into the prediction. As a result, these
methods may require a large number
of forward model evaluations to
converge, which can be computationally
prohibitive for high-dimensional
problems. This minisymposium invites
speakers working at the forefront

of data assimilation and uncertainty
quantification to discuss recent
challenges, innovations, and strategies
in these areas.

Organizer: Krithika Manohar
California Institute of Technology, U.S.

9:45-10:05 Scalable Bayesian

Inference for Inverse Problems

Cheng Zhang, Fred Hutchinson Cancer
Research Center, U.S.; Babak Shahbaba
and Hongkai Zhao, University of
California, Irvine, U.S.

10:10-10:30 Computer Model

Calibration and Uncertainty

Quantification for Binary Black Hole

Formation

Derek Bingham, Simon Fraser University,
Canada

continued in next column

10:35-10:55 Derivative Informed

MCMC Methods for Subsurface

Models with Faults

Jeonghun J. Lee, Baylor University, U.S.;
Omar Ghattas and Tan Bui, University
of Texas at Austin, U.S.; Umberto Villa,
Washington University, St. Louis, U.S.

11:00-11:20 Tensorised Approximations

for Intractable Probability Distributions

Tiangang Cui, Monash University, Australia;
Sergey Dolgov, University of Bath, United
Kingdom; Robert Scheichl, Universitit
Heidelberg, Germany

Monday, February 25

MS9

Avoiding Big-data: In-situ
Visualisation and Analysis for
Large-scale CFD Simulations
- Part | of |l

9:45 a.m.-11:25 a.m.

Room: 111C

For Part 2 see MS43

Modern-day CFD, especially time-
resolved simulations of turbulent flow,
can readily produce unmanageable
amounts of data. Disk I/O and
fundamental storage capacity preclude
writing such data to magnetic disk for
a posteriori analysis. Therefore, new
technologies are required that can
visualise and analyse these data on-the-
fly ‘in-situ’ as they are generated. This
minisymposia will explore the state-
of-the-art in this area, including the
development of frameworks for in-situ
visualisation, data compression, feature
identification, and feature tracking.

Organizer: Marius K. Koch
Imperial College London, United Kingdom

Organizer: Peter E. Vincent
Imperial College London, United Kingdom

Organizer: Paul Kelly
Imperial College London, United Kingdom

Organizer: Freddie Witherden

Imperial College London, United Kingdom

9:45-10:05 GPU Accelerated Feature

Extraction on Unstructured Grids using

Contour Trees

Marius K. Koch, Paul Kelly, and Peter E.
Vincent, Imperial College London, United
Kingdom

10:10-10:30 In Situ Analysis and

Visualization Overview

Patrick O'Leary, Kitware, Inc., U.S.

10:35-10:55 The Development and use

of in Situ Visualization and Analysis

Approaches for the U.S. Exascale

Program

James Ahrens, Los Alamos National
Laboratory, U.S.

11:00-11:20 In-transit Data Analytics
for Large-scale CFD
Steve Legensky, Intelligent Light, U.S.
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MS10

Model Reduction,
Adaptivity, and High
Dimensionality in
Uncertainty Quantification -
Part | of Il

9:45a.m.-11:25 a.m.

Room: 300A

For Part 2 see MS44

Uncertainty Quantification (UQ) is
essential for credible simulation-aided
prediction and design. However, many
computational strategies for both
forward and inverse UQ are intractable
when applied to models with a moderate
or large number of parameters.
Exploiting structure of the model
input-output map and the goals of the
overall analysis are needed to improve
tractability. This minisymposium will
focus on goal-oriented techniques whose
aim is to reduce the cost of uncertainty
quantification while simultaneously
maintaining or improving accuracy.
Areas of interest include dimension
reduction, sparsity, approximations

with non-tensorial measures, adaptivity,
multi-level methods, and multi-fidelity
methods. This minisymposium will bring
together leading researchers from the
applied and computational mathematics
and engineering community to discuss
and collaborate on novel theoretical and
computational advances, and to discuss
future directions for research.

Organizer: Akil Narayan
University of Utah, U.S.

Organizer: John D. Jakeman

Sandia National Laboratories, U.S.

9:45-10:05 A Multi-fidelity Spectral

Technique for Uncertainty

Quantification

Alireza Doostan and Felix Newberry,
University of Colorado Boulder, U.S.

continued in next column

10:10-10:30 Energy Norm Regularized

Sparse Simultaneous Reconstruction

of Solutions to Parameterized PDEs

Nick Dexter, Simon Fraser University,
Canada; Hoang A. Tran, Oak Ridge
National Laboratory, U.S.; Clayton G.
Webster, University of Tennessee and Oak
Ridge National Laboratory, U.S.

10:35-10:55 Adaptive Multi-index

Collication for Balancing Statistical

and Deterministic Errors

John D. Jakeman, Michael S. Eldred,
and Gianluca Geraci, Sandia National
Laboratories, U.S.; Alex Gorodetsky,
University of Michigan, U.S.

11:00-11:20 Sparse Grid

Approximation of Elliptic PDEs with

Lognormal Diffusion Coefficient

Lorenzo Tamellini, Istituto di Matematica
Applicata e Tecnologie Informatiche-CNR,
Italy

Monday, February 25

MS11

Data Enabled Modeling and
Discovery in Science and
Engineering - Part | of Il

9:45a.m.-11:25 a.m.

Room: 300B

For Part 2 see MS45

There is a growing amount of data
generated from instruments and
computational simulations associated
with the scientific enterprise. The
volume of data has driven an interest

in scientific machine learning as a
guided way to determine relationships
and incorporate data into models.

This presents a number of challenges
unique to scientific machine learning of
relevance to the applied mathematics
community. For instance, developing
scalable algorithms to run learning
algorithms on leadership class platforms,
incorporation of physical constraints into
the model, dealing with heterogeneous
data, and building trust through verified
and validated results for the learning
models. This minisymposium will
bring together researchers developing
algorithms and learning approaches to
overcome these challenging issues. In
addition, the discussion will include

a motivation of the need for scientific
machine learning while highlighting
some additional challenges.

Organizer: Eric C. Cyr

Sandia National Laboratories, U.S.

Organizer: Paris Perdikaris
University of Pennsylvania, U.S.

Organizer: Prasanna
Balaprakash
Argonne National Laboratory, U.S.

9:45-10:05 PDE-inspired Deep Neural
Networks for Machine Learning and
Inverse Problems

Lars Ruthotto, Emory University, U.S.

continued on next page
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MS11

Data Enabled Modeling and
Discovery in Science and
Engineering - Part | of Il

continued

10:10-10:30 Energy Minimizing

Deep Neural Networks for Solving

High-dimensional Stochastic Partial

Differential Equations

Sharmila Karumuri, Ilias Bilionis, and Jitesh
Panchal, Purdue University, U.S.

10:35-10:55 Towards Scalable Scientific

Machine Learning: Motivation and

Approaches

Eric C. Cyr, Sandia National Laboratories,
U.S.

11:00-11:20 Data-driven

Approximation of High-dimensional

Flow Maps and Probability Distributions

using Deep Neural Networks

Tenavi Nakamura-Zimmerer, Daniele Venturi,
and Qi Gong, University of California,
Santa Cruz, U.S.

Monday, February 25

MS12

Task-based Programming
for Scientific Computing:
Runtime Support - Part | of Il

9:45a.m.-11:25 a.m.

Room: 300C

For Part 2 see MS46

As the architecture of modern
supercomputing systems is

becoming increasingly complex and
heterogeneous, runtime systems have
recently emerged as a solid alternative
to traditional parallel programming
paradigms and tools because they
allow for the delevopment of efficient
and scalable code which is portable
across a wide range of architectures
thanks to the use of a modular approach
and architecture-agnostic parallel
programming paradigms. Numerous
runtimes exist which propose different
programming interfaces and features,
this minisymposium presents recent
advances and developments in some
of the best known and used runtime
systems.

Organizer: Alfredo Buttari
CNRS, France

Organizer. Emmanuel Agullo
Inria, France

Organizer: Hatem Ltaief
King Abdullah University of Science \\&
Technology (KAUST), Saudi Arabia

9:45-10:05 Task-based Programming,

from Sequential-looking Source Code

to Exascale: What a Runtime System

Can Help You With

Samuel Thibault, University of Bordeaux,
France

10:10-10:30 Automatic Task-based

Parallelization of Python Codes

Cristian Ramon-Cortes, Ramon Amela, and
Jorge Ejarque, Barcelona Supercomputing
Center, Spain; Philippe Clauss, INRIA and
Université de Strasbourg, France; Rosa M.
Badia, Barcelona Supercomputing Center,
Spain

continued in next column

10:35-10:55 Task-based Programming
for Scientific Computing: Runtime
Supports

Thomas Sterling, Indiana University, U.S.

11:00-11:20 Abstraction Layer for

Standardizing APIs of Task-based

Engines

Rabab Omairy, Hatem Ltaief, and David E.
Keyes, King Abdullah University of Science
& Technology (KAUST), Saudi Arabia
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MS13

BE: Mentor Protégé
9:45a.m.-11:25 a.m.
Room: 300D

Organizer: Mary Ann E. Leung

Sustainable Horizons Institute, U.S.

Monday, February 25

MS14

Emerging Trends for
Structure Preserving Model
Order Reduction - Part | of Il

9:45a.m.-11:25 a.m.

Room: 302B

For Part 2 see MS49

Model Order Reduction (MOR) is

an indispensable tool for multi-query
simulations and (faster than) real-time
estimation and control, in particular for
multiscale and multiphysics problems.
Standard MOR approaches, such

as, the Reduced Basis Method, the
Proper Orthogonal Decomposition,

etc. in conjunction with the (Discrete)
Empirical Interpolation Method,

fail to strike an acceptable balance
between fidelity and complexity to
obtain computationally compact
representations of several phenomena
of interest (for instance, multiple-
transport phenomena). The limitations
of standard MOR techniques instigate
a drive to develop novel and automated
techniques tailored for identification of
underlying embedding (structure), and,
preservation of key (physical) model
properties (such as, positivity, evolving
discontinuous front, etc.) and system
theoretic properties (for instance, Port-
Hamiltonian structure, propagation
delays, stability, etc.) of the associated
(parametric) reduced-order models,
which are guaranteed to offer robust
approximation with lowest possible
reduced-order representation. In this
minisymposium, we will discuss recent
advances and perspectives in the field
of structure and property preserving
(discretization and) MOR frameworks to
deal with (large-scale) linear and non-
linear dynamical systems.

Organizer: Harshit Bansal

Eindhoven University of Technology,

Netherlands

9:45-10:05 Perspective on Structure

Preserving Model Order Reduction

Wil Schilders, Eindhoven University of
Technology, Netherlands

continued in next column

10:10-10:30 Structure Preserving

Reduced Order Models for

Hamiltonian Problems with a Non-

linear Poisson Structure

Cecilia Pagliantini and Jan S. Hesthaven,
Ecole Polytechnique Fédérale de
Lausanne, Switzerland

10:35-10:55 Novel Structure

Preserving Model Reduction Schemes

Igor Pontes Duff, Max Planck Institute for
Dynamics of Complex Systems, Germany;
Pawan Goyal and Peter Benner, Max
Planck Institute for Dynamics of Complex
Technical Systems, Germany

11:00-11:20 On Conservation of
Dissipative Relations in Model Order
and Complexity-reduced Systems
Bjoern Liljegren-Sailer and Nicole
Marheineke, Trier University, Germany
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MS15

Fast Methods for High-
Frequency Wave
Propagation - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 303A

For Part 2 see MS50

High-frequency wave equations,

e.g., variable-coefficient Helmholtz
equations, govern many large-

scale electromagnetic, acoustic,

and elastodynamic phenomena in
inhomogeneous media. Their numerical
solution remains a grand challenge

due to difficulties in convergence,
dispersion, and computational efficiency
in the high-frequency regime. This
minisymposium reports recent progress
in low-complexity solvers including
directional methods, sweeping
preconditioners, method of polarized
traces, as well as reliable asymptotic
methods such as geometrical optics,
Gaussian beam methods, and Huygens
sweeping methods.

Organizer: Leonardo Zepedo-
Nunez

Lawrence Berkeley National Laboratory,
U.s.

9:45-10:05 Redemption of the High

Frequencies: Scalable Algorithms for

3D Helmholtz

Laurent Demanet and Matthias Taus,
Massachusetts Institute of Technology,
U.S.; Leonardo Zepeda-Nuiez, Lawrence
Berkeley National Laboratory, U.S.;
Russell Hewett, Total E&P, U.S.; Adrien
Scheuer, Université Catholique de
Louvain, Belgium

10:10-10:30 Hadamard-Babich Ansatz

for Point-source Maxwell's Equations

in Inhomogeneous Media

Jianliang Qian, Michigan State University,
uU.S.

10:35-10:55 Parallel-in-time Multiscale

Algorithm for Wave Equations

Yen-Hsi Richard Tsai, University of Texas at
Austin, U.S.

11:00-11:20 Fast Huygens Sweeping

(FHS) Methods for Highly Oscillatory

Phenomena

Shingyu Leung, Hong Kong University of
Science and Technology, Hong Kong

Monday, February 25

MS16

Tutorials for Students:
Accessible Infroductions to
Active Research Areas

9:45a.m.-11:25 a.m.

Room: 303B

For Part 2 see MS51

This set of tutorials provides accessible
introductions for students to areas of
active research in computational science
and engineering. It features four 45
minute tutorials which represent various
areas of active research that will recur
in talks throughout the conference. It
serves to give students from various
areas of computational science and
engineering the necessary background
to benefit from other talks throughout
the conference, and future conferences
as these active fields continue

to grow. In particular, these four
tutorials will touch on aspects of data
driven modeling, integrating data in
computational models, and algorithmic
methodologies.

Organizer: Joseph L. Hart
North Carolina State University, U.S.

Organizer: Kathleen

Kavanagh

Clarkson University, U.S.

9:45-10:30 Inverse Problems:
Integrating Data with Models under
Uncertainty

Noemi Petra, University of California,
Merced, U.S.

10:35-11:20 Global Sensitivity
Measures: Theory to Practice
Manav Vohra, Vanderbilt University, U.S.

Monday, February 25

MS17

Advances in Phase
Retrieval: Theory and
Applications - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 201B

For Part 2 see MS52

Phase retrieval is the process of
recovering the phase of a complex
signal given only its Fourier magnitude.
This problem is known to be non-
convex and plays a vital role in various
scientific applications. Improved phase
recovery methods and its applications
are therefore an active area of research.
This minisymposium reports on recent
advances in phase retrieval ranging from
algorithm advancement, experimental
design, to application in high-energy
X-ray science.

Organizer: Selin Aslan
Argonne National Laboratory, U.S.

Organizer: Zichao Di
Argonne National Laboratory, U.S.

9:45-10:05 Joint Ptycho-tomography

Reconstruction Through Alternating

Direction Method of Multipliers

Selin Aslan, Doga Giirsoy, and Sven Leyffer,
Argonne National Laboratory, U.S.

10:10-10:30 New Methods for Partially

Coherent Ptychography

Oliver Cossairt and Yudong Yao,
Northwestern University, U.S.

10:35-10:55 Hyperspectral

Ptychography and Beyond

Huibin Chang, Tianjin Normal University;
Pablo Enfedaque, Hari krishnan, and
Stefano Marchesini, Lawrence Berkeley
National Laboratory, U.S.

11:00-11:20 Relaxation Algorithms for
Nonsmooth Phase Retrieval

Aleksandr Aravkin and Peng Zheng,
University of Washington, U.S.
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MS18

Computational and
Numerical Methods in
Electronics - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 201C

For Part 2 see MS53

Research in electronics faces two
challenges which are unfortunately
often considered separate from each
other: First, the rapid technological
progress requires short simulation
times for electronic devices with
increasing geometric complexity. Such
short simulation times can only be
achieved through the development of
new parallel algorithms since the serial
performance of modern computing
hardware stagnates. Second, sound
numerical methods are required to
accurately describe physical processes
such as electronic transport at the
discrete level. For example, important
physical properties such as positivity
and charge conservation need to

be reflected in the numerics. This
minisymposium - with the aim to bridge
the gap between both challenges - has
been initially founded with the previous
SIAM Conference on Computational
Science and Engineering in 2017. The
continuation in 2019 will allow the
minisymposium to establish itself as

a series which will in turn enable to
provide a continued presence as an
interdisciplinary platform for physicists,
numerical analysts, and computational
scientists within the area of electronics.
There is currently no other venue
providing such a focused forum further
underlining the importance of this
minisymposium series.

Organizer: Karl Rupp

Technische Universitit Wien, Austria

Organizer: Daniel Brinkman
San Jose State University, U.S.

Organizer: Patricio Farrell
Hamburg University of Technology,
Germany

continued in next column

Organizer: Nella Rotundo
Weierstrass Institute, Germany

Organizer: Josef Weinbub

Technische Universitit Wien, Austria

9:45-10:05 Conservation Laws in

Diffusive Chemical Reaction Networks

for Semiconductor Defects

Daniel Brinkman, San Jose State University,
U.S.; Christian Ringhofer, Arizona State
University, U.S.

10:10-10:30 High Order Sparse Grid

Discontinuous Galerkin Methods for

Nonlinear PDEs

Yingda Cheng, Michigan State University,
U.S.

10:35-10:55 Highly Accurate

Quadrature-based Scharfetter-

Gummel Schemes for Charge

Transport in Degenerate

Semiconductors

Patricio Farrell, Hamburg University of
Technology, Germany

11:00-11:20 Modeling Negative

Capacitance and Inductive Loop in

Perovskite Solar Cells

Evelyne Knapp, ZHAW Zurich University
of Applied Sciences, Switzerland; Martin
Neukom, Fluxim AG, Switzerland; Beat
Ruhstaller, ZHAW Zurich University of
Applied Sciences, Switzerland

Monday, February 25

MS19

Fast Solvers for Inverse
Problems with PDEs - Part |
of Il

9:45a.m.-11:25 a.m.

Room: 202A

For Part 2 see MS54

We present recent advances in the
development of fast solvers and
effective numerical schemes for the
solution of inverse problems with a
particular focus on large-scale PDE-
constrained optimization problems.

Key algorithmic challenges include
computational complexity, memory
consumption, and a vast number
unknowns as well as model and data
uncertainties. We showcase state-of-the-
art techniques in scientific computing to
tackle these challenges.

Organizer: James L. Herring
University of Houston, U.S.

Organizer: Andreas Mang
University of Houston, U.S.

Organizer: George Biros
University of Texas at Austin, U.S.

9:45-10:05 Adaptive Product-

convolution Approximation

for Hessians, Interface Schur

Complements, and other Locally

Translation-invariant Operators

Nick Alger, University of Texas at Austin,
U.S.; Vishwas Rao, Argonne National
Laboratory, U.S.; Aaron Myers, Tan Bui-
Thanh, and Omar Ghattas, University of
Texas at Austin, U.S.

10:10-10:30 Automatic Determination

of Regularization Parameters in Krylov

Methods for Large Scale Inverse

Problems

Wim 1. Vanroose and Nick Schenkels,
University of Antwerp, Belgium

continued on next page
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MS19

Fast Solvers for Inverse
Problems with PDEs - Part |
of Il

continued

10:35-10:55 Accelerating
Reconstruction Algorithms for
Fluorescence Optical Tomography
Matthias Schlottbom, University of Twente,
Netherlands; Herbert Egger, Technische
Universitidt Darmstadt, Germany

11:00-11:20 Reduced Order Modeling

for Time-dependent Optimal Control

Problems with Variable Initial Values

Matthias Heinkenschloss, Rice University,
U.S.

Monday, February 25

MS20

Moment Methods in Kinetic
Theory - Part | of |l

9:45 a.m.-11:25 a.m.

Room: 202B

For Part 2 see MS55

Kinetic theory enables modeling of
numerous physical processes such as
radiative transfer or rarefied gas flows
in the transition or kinetic regime for
moderate to large Knudsen numbers.
Here the Knudsen number relates the
mean free path of gas particles to the
reference length of the system. Instead
of tracking individual particles, a
velocity distribution function is used to
model the dynamics of the ensemble.
Solutions of the underlying Boltzmann
equation or variants thereof are often
computed using moment methods.

To that extend, a set of moments of
the distribution function, including
e.g. physical quantities like density,
momentum, energy, heat flux, stress
tensor and other higher moments, is
chosen to describe the flow properties.
The resulting moment equations

then describe the evolution of these
moments. In this minisymposium

we want to show recent advances and
applications of moment methods that
highlight the applicability and accuracy
of moment methods in comparison to
standard fluid dynamics approaches and
particle-based models. This includes
the ongoing search for efficient

yet accurate closures for moment
equations as well as numerical methods
ensuring asymptotic stability. On the
other hand, recent developments of
hyperbolic moment models shall be
discussed together with first results

for adaptive moment models and
predictive hierarchical simulations. At
the end, we want to exemplify various
applications of moment methods, e.g.
for polydisperse sprays.

continued in next column

Organizer: Julion Koellermeier
Freie Universitdt Berlin, Germany

Organizer: Yuwei Fan

Stanford University, U.S.

9:45-10:05 Filtered Hyperbolic Moment

Equations for Improved Convergence

Julian Koellermeier, Freie Universitit Berlin,
Germany

10:10-10:30 Numerical Study of the

Maximum Entropy Moment System

Yuwei Fan, Stanford University, U.S.

10:35-10:55 Residual-based Model-

adaptivity with Moment Equations

Manuel Torrilhon, RWTH Aachen University,
Germany

11:00-11:20 Hermite Spectral Method

for Boltzmmann Equation

Zhenning Cai, National University of
Singapore, Singapore; Zhicheng Hu,
Nanjing University of Aeronautics and
Astronautics, China; Yanli Wang, Peking
University, China
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MS21

Recent Advances in High
Order Lagrangian/ALE
Methods - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 202C

For Part 2 see MS56

The numerical approximation of the
Euler equations of gas dynamics in a
moving frame is a common approach
for solving many multiphysics problems
involving e.g. large deformations,
strong shocks and interactions of
multiple materials. In Lagrangian
methods, the mesh is moving with

the fluid velocity, therefore they are
well-suited for accurate resolution

of material interfaces. On the other
hand, multidimensional Lagrangian
meshes tend to tangle so that the

mesh elements become invalid, and

in general cannot represent large
deformation. This difficulty can be
resolved in ALE (Arbitrary-Eulerian-
Lagrangian) methods, which assume
that the mesh moves independently on
the flow and therefore offer additional
flexibility and accuracy. ALE techniques
can also be directly implemented in
numerical schemes, for example to

take into account moving objects, in
fluid structure interaction, etc. In both
cases, the question of the mesh quality
is a central question. The aim of this
minisymposium is to bring together

the researchers working in the fields of
Lagrangian hydrodynamics and ALE
methods to discuss the state-of-the-art of
single- and multi-material hydrodynamic
simulations. We are particularly
interested in recent advances in high
order methods, such as high order finite
volume (WENO, ADER), discontinuous
Galerkin, high order finite elements,
residual distribution methods, as applied
to Lagrangian or ALE description of the
flow.

Organizer: Svetlana Tokareva
Los Alamos National Laboratory, U.S.

Organizer: Remi Abgralll

Universitdit Ziirich, Switzerland

continued in next column

9:45-10:05 A High Order

Multidimensional Residual

Distribution Scheme for Lagrangian

Hydrodynamics

Svetlana Tokareva, Los Alamos National
Laboratory, U.S.; Remi Abgrall,
Universitit Ziirich, Switzerland;
Konstantin Lipnikov and Nathaniel
Morgan, Los Alamos National Laboratory,
U.S.

10:10-10:30 A Multi-dimensional

Discontinuous Galerkin Method for

Solid Dynamics

Donald E. Burton, Nathaniel Morgan,
Xiaodong Liu, Michael Berry, and
Evan Lieberman, Los Alamos National
Laboratory, U.S.

10:35-10:55 An Interpolation-free

Adaptive ALE Approach with Multi-

step Time Schemes

Barbara Re, University of Zurich,
Switzerland; Alberto Guardone,
Politecnico di Milano, Italy; Cecile
Dobrzynski, Inria Bordeaux Sud-Ouest,
France

11:00-11:20 Matrix-free Advection-

based Remap Algorithms for

Lagrangian/ALE Methods

Hennes Hajduk, Technische Universitit
Dortmund, Germany

Monday, February 25

MS22

Use of C++ in Computational
Science Libraries and
Applications - Part | of I

9:45a.m.-11:25 a.m.

Room: 203

For Part 2 see MS57

The number of C++ libraries and
applications in computational science
have grown over the past years. We will
be presenting some of them and the
advancements in the C++ standard that
have contributed to this growth. The talks
in this minisymposium will focus on the
relevant aspects of the C++ standard and
accompanying libraries. Additionally,
practical aspects and implementation
methods will be shown to deal with a
wide range of computational science
codes on many modern platforms in high
performance manner.

Organizer: Piotr Luszczek
University of Tennessee, U.S.

Organizer: Mark Hoemmen
Sandia National Laboratories, U.S.
9:45-10:05 Interfacing Dense Linear
Algebra Libraries in C++

Piotr Luszczek, University of Tennessee,
Knoxville, U.S.

10:10-10:30 Kokkos Libraries and

Applications

David S. Hollman, Sandia National
Laboratories, U.S.

10:35-10:55 Benchmarking Modern
C++ Abstraction Penalty

Andrew Lumsdaine, University of Washington,
U.S.

11:00-11:20 Modern C++ in

Computation Science

Daniel Sunderland, Sandia National
Laboratories, U.S.
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MS23

Finite Element Methods on
Unfitted Meshes - Part | of Il

9:45a.m.-11:25 a.m.

Room: 205

For Part 2 see MS58

Finite element method (FEM) solving
partial differential equations has been
largely focusing on the equations and
overlooking the coupling of the domain
or interface with complex or evolving
geometry. For problems with difficult
geometries, classical FEMs that employ
fitted meshes often require highly non-
trivial and costly steps to generate
qualified meshes, especially in the
three dimensions. It is then extremely
advantageous to employ meshes that do
not necessarily fit the physical geometry.
This minisymposium focuses on most
recent techniques to design stable and
robust FEMs that employ the unfitted
meshes.

Organizer: Cuiyu He

University College London, United Kingdom

9:45-10:05 A Posteriori Error Estimation

for Cut Finite Element Method

Cuiyu He, University College London, United
Kingdom

10:10-10:30 A Finite Element Method

For PDEs in Time-dependent Domains

Maxim A. Olshanskii, University of Houston,
U.S.

10:35-10:55 An Interface-unfitted Finite
Element Method for Elliptic Interface
Optimal Control Problems

Xiaoping Xie, Sichuan University, China
11:00-11:20 Hybrid High-order Methods
on Unfitted Meshes

Guillaume Delay, ENPC and INRIA, France

Monday, February 25

MS24

Applications of the

AMReX Block Structured
Adaptive Mesh Refinement
Framework - Part | of Il

9:45a.m.-11:25 a.m.

Room: 206A

For Part 2 see MS59

Multiphysics PDE simulation at scale
can be a challenging task given rapidly
evolving supercomputing architectures.
As part of the DOE Exascale Computing
Project (ECP), researchers at LBNL,
NRL, and ANL have publicly released
the AMReX software framework for
massively parallel block-structured
adaptive mesh refinement (AMR)
applications. The core libraries

include linear solvers, particle support,
embedded boundary geometry
representation, profiling tools, and
hybrid parallelism. AMReX is the basis
for many mature scientific applications,
including several supported by ECP

and SciDAC (e.g., combustion, carbon
capture/storage, accelerator physics,

and astrophysics, to name a few). In
this minisymposium, 8 computational
scientists from a wide range of fields will
showcase their latest code innovations
and scientific achievements using

the AMReX software framework.
Additionally, each will discuss many
aspects of their problem, as listed below.
Who should attend this minisymposium?
-Researchers interested in multiphysics
PDE simulation techniques at

scale. This includes all aspects of

the problem from model equation
development, numerical discretizations,
implementation in HPC frameworks,
utilization of supercomputing resources,
and analysis of data. -Researchers in
fields represented by the speakers,
including combustion, materials
science, multiphase flow, astrophysics,
stochastic PDEs modeling fluctuating
hydrodynamics, and accelerator physics.

continued in next column

Organizer: Andy J. Nonaka
Lawrence Berkeley National Laboratory,
U.S.

9:45-10:05 Overview of the AMReX

Framework - Capabilities and

Scientific Applications

Andy J. Nonaka, Lawrence Berkeley
National Laboratory, U.S.

10:10-10:30 Modeling of Interface-

driven Microstructure Evolution in

Metals using the Multiphase Field

Method

Brandon S. Runnels, University of Colorado,
Colorado Springs, U.S.

10:35-10:55 MFIX-Exa: Using AMReX

to Modernize a Legacy Code for

Fossil Energy Applications

Jordan Musser, National Energy Technology
Laboratory, U.S.; Madhava Syamlal,
Fluent, Inc., U.S.; Ann S. Almgren and
John B. Bell, Lawrence Berkeley National
Laboratory, U.S.

11:00-11:20 Hierarchical Fidelity to

Meet the Evolving Needs of Basic

and Applied Combustion Simulations

Ray W. Grout, National Renewable Energy
Laboratory, U.S.
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Monday, February 25

MS25

Discovering and Exploiting
Low-dimensional Structures
in Computational Models -
Part | of Il

9:45 a.m.-11:25 a.m.

Room: 206B

For Part 2 see MS60

High-dimensional spaces of input
parameters and observable output

data are commonly encountered in

the modeling of practical problems.
Unfortunately, many of the most reliable
and well understood methods we rely
upon to numerically solve models,
perform optimization, and quantify
uncertainties suffer from some form of
the "curse of dimensionality." Recently,
there is great interest in developing
methods that identify and exploit
lower-dimensional structures in high-
dimensional spaces. This session focuses
on recent advances in methodologies
and approaches for discovering and
exploiting low-dimensional structures in
the input and output spaces of models.

Organizer: Steven A. Mattis
Technische Universitit Miinchen, Germany

Organizer: Troy Butler
University of Colorado, Denver, U.S.

Organizer: Steven A. Mattis
Technische Universitit Miinchen, Germany

9:45-10:05 Accelerating Prediction

under Uncertainty with Dimension

Reduction

Steven A. Mattis and Barbara Wohlmuth,
Technische Universitidt Miinchen,
Germany

10:10-10:30 Data-informed Subspace

Identification using a Consistent

(Data-oriented) Bayesian Method

Tan Bui-Thanh, University of Texas at
Austin, U.S.

10:35-10:55 Scalable Approximations

for the Consistent Bayes Method

Brad Marvin, University of Texas at Austin,
U.S.; Timothy Wildey, Sandia National
Laboratories, U.S.; Tan Bui-Thanh,
University of Texas at Austin, U.S.

11:00-11:20 Dimensionality Reduction

for Subsurface Flow Models

Daniel O'Malley, Los Alamos National
Laboratory, U.S.

Monday, February 25

MS26

Parallel-in-Time Integration
Techniques - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 206C

For Part 2 see MS61

For the efficient use of massively parallel
supercomputers for applications in
science and engineering new parallel
algorithms are required. The idea of
parallelizing in the time dimension

and, thus, adding an additional layer of
parallelism to a numerical algorithm
has become an increasing popular

way to tackle evolutionary problems.
This minisymposium features talks

on both theoretical and computational
aspects of parallel-in-time integration.
Research topics ranging from algorithm
development and mathematical

analysis to software implementation
and exploitation of parallel-in-time
integration techniques in realistic
applications are discussed.

Organizer: Stephanie Friedhoff
University of Wuppertal, Germany

Organizer: Debasmita

Samaddar

UK Atomic Energy Authority, United

Kingdom

9:45-10:05 Convergence Analysis for

Parallel-in-Time Solution of Hyperbolic

Systems

Stephanie Friedhoff, University of Wuppertal,
Germany; Hans De Sterck, Monash
University, Australia; Alexander Howse,
University of Waterloo, Canada; Scott
Maclachlan, Memorial University,
Newfoundland, Canada

10:10-10:30 A Relaxation Approach to

Parallel-in-Time

Benjamin W. Ong, Michigan Technological
University, U.S.; Felix Kwok, Hong Kong
Baptist University, Hong Kong

continued in next column

10:35-10:55 Parallel Multigrid in Time

for Hyperbolic Problems

Robert D. Falgout, Lawrence Livermore
National Laboratory, U.S.

11:00-11:20 Space-time Reduction

Methods for Linear PDEs

Oliver A. Krzysik and Hans De Sterck,
Monash University, Australia; Scott
Maclachlan, Memorial University,
Newfoundland, Canada; Alexander Howse,
University of Waterloo, Canada; Stephanie
Friedhoff, University of Wuppertal,
Germany
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MS27

Modeling, Analyzing and
Computing of Fractional
Partial Differential Equations -
Part | of Il

9:45a.m.-11:25 a.m.

Room: 206D

For Part 2 see MS62

The minisymposium covers modeling
analyzing, and computing of fractional
partial differential equations (PDEs) in
physics, mechanics, engineering, and
biology etc. The interdisciplinary talks
stimulate research at the crossroads of
computational science and engineering,
and applied mathematics. The
minisymposium reports novel numerical
techniques for fractional PDEs and
their high-performance computer
implementations. Works that investigate
the analytical properties of the solutions
of systems consisting of PDEs with
derivatives of fractional orders are also
of interest to the symposium. Physical
modeling of real-life phenomena
employing fractional derivatives is also
a topic covered by this symposium.
Moreover, the interplay between
modeling, analysis and simulation of
fractional systems is a topic of high
interest to this event.

Organizer: Abdul M. Khalig
Middle Tennessee State University, U.S.

Organizer: Khaled Furati

King Fahd University of Petroleum and

Minerals, Saudi Arabia

9:45-10:05 Source Determination for a

Two-parameter Anomalous Diffusion

with Local Time Datum

Khaled Furati, King Fahd University of
Petroleum and Minerals, Saudi Arabia

10:10-10:30 Structure-preserving and

Numerically Efficient Methods for

Fractional Wave Equations

Jorge E. Macias-Diaz, Universidad Autonoma
de Aguascalientes, Mexico

continued in next column

10:35-10:55 Sparse Approximation

of Non Local Operator Equations via

Compressed Sensing

Viktor Reshniak, Oak Ridge National
Laboratory, U.S.

11:00-11:20 Parallel Algorithms for

Nonlinear Time-space Fractional

PDEs

Toheeb A. Biala, Middle Tennessee State
University, U.S.

Monday, February 25

MS28

FASTMath Tools and
Technologies - Part | of |l

9:45a.m.-11:25 a.m.

Room: 207

For Part 2 see MS63

The FASTMath (Frameworks,
Algorithms and Scalable Technologies
for Mathematics) Institute is a R&D
project funded by the SciDAC Program
at the U.S. Department of Energy (DOE).
The goal of FASTMath is to develop and
deploy scalable mathematical algorithms
and software tools for reliable simulation
of complex physical phenomena and
collaborating with DOE domain scientists
to ensure the usefulness and applicability
of the work in the project. The focus

of FASTMath is strongly driven by

the requirements of DOE application
scientists who require fast, accurate,

and robust forward simulation along
with the ability to efficiently perform
ensembles of simulations in optimization
or uncertainty quantification studies.
This minisymposium will present work
from the eight core areas of FASTMath:
structured meshes, unstructured

meshes, time integrators, linear solvers,
eigensolvers, numerical optimization,
data analytics, and uncertain
quantification.

Organizer: Esmond G. Ng
Lawrence Berkeley National Laboratory, U.S.

9:45-10:05 AMReX and Applications
Ann S. Almgren, Lawrence Berkeley National
Laboratory, U.S.

10:10-10:30 Unstructured Mesh Support

for Particle-in-Cell Simulations

Mark S. Shephard, Rensselaer Polytechnic
Institute, U.S.; Eisung Yoon, Ulsan National
Institute of Science and Technology,
South Korea; Agnieszka Truszkowska,
Gopan Perumpilly, E. Seegyoung Seol,
Onkar Sahni, Cameron Smith, Gerrett
Diamond, and William R. Tobin, Rensselaer
Polytechnic Institute, U.S.

continued on next page
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10:35-10:55 Communication and

Synchronization Reduction in Sparse

Factorization and Triangular Solution

Xiaoye S. Li, Lawrence Berkeley National
Laboratory, U.S.

11:00-11:20 Solving Nonlinear

Eigenvalue Problems with Padé

Approximate Linearization

Osni A. Marques, Lawrence Berkeley
National Laboratory, U.S.; Zhaojun Bai,
University of California, Davis, U.S.

Monday, February 25

MS29

Computational Methods for
Kinetic Models of Plasma -
Part | of Il

9:45a.m.-11:25 a.m.

Room: 401A

For Part 2 see MS64

Statistical mechanics provides a
mathematical modeling framework in
which a collection of "particles" (e.g.,
electrons, nucleons, atoms, or molecules)
is represented by a probability density
function (PDF). This representation
allows one to model the influence of
microscopic dynamics on larger scales,
without explicitly computing the detailed
dynamics on the microscopic scale.
Models in this framework are referred

to as "kinetic models", and arise in

many application areas, including in
rarefied gas dynamics, nuclear reactor
modeling, and plasma physics. Transport
phenomena refers to the evolution and
redistribution of macroscopic quantities
such as mass, momentum, energy, and
heat flux. This minisymposium addresses
recent advances in computational
methods for the simulation of statistical
mechanical models and the resulting
transport phenomena. Our goal is to
showcase a diverse array of application
areas, models, and numerical techniques.

Organizer: James A.

Rossmanith

lowa State University, U.S.

9:45-10:05 Regionally Implicit

Discontinuous Galerkin Methods for

Solving the Relativistic Viasov-Maxwell

System

Pierson Guthrey, Michigan State University,
U.S.; James A. Rossmanith, Iowa State
University, U.S.

10:10-10:30 Solving the Continuum

Kinetic Equations for Plasmas using

the Discontinuous Galerkin Method

Bhuvana Srinivasan and Petr Cagas, Virginia
Tech, U.S.; Ammar Hakim, Princeton
Plasma Physics Laboratory, U.S.

continued in next column

10:35-10:55 Comparison of Boltzmann

and Fokker-Planck Collision Operators

for Moderately Coupled Plasmas

Jeffrey Haack, Los Alamos National
Laboratory, U.S.

11:00-11:20 Verification Test Cases of

Grid-based Direct Kinetic Modeling

Framework for Plasma Flows

Ken Hara, Texas A&M University, U.S.; Kyle
Hanquist, University of Michigan, U.S.
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MS30

Graph and Combinatorial
Algorithms for Enabling
Exascale Applications - Part
lof i

9:45a.m.-11:25 a.m.

Room: 401B

For Part 2 see MS65

Combinatorial algorithms in general
and graph algorithms in particular play
a critical enabling role in numerous
scientific applications. The low
computation to communication ratios
and irregular memory accesses of
these algorithms makes them some

of the hardest algorithmic kernels to
implement on parallel systems. The
talks in this minisymposium will
consider: (i) exascale applications that
drive the selection of combinatorial
kernels and integration of software
tools; (i) combinatorial (graph)
kernels such as graph traversals,
graph matching, graph coloring, graph
clustering, and graph partitioning,
that play a crucial enabling role in

the chosen application areas; and (iii)
software frameworks for efficient
implementation of the algorithms

on hierarchical distributed-memory
architectures that are representative of
potential exascale platforms.

Organizer: Alex Pothen
Purdue University, U.S.

Organizer. Mahantesh

Halappanavar
Pacific Northwest National Laboratory, U.S.

9:45-10:05 A Scheduling Problem

Motivated by Cybersecurity and

Adaptive Machine Learning

Ojas Parekh and Cynthia Phillips, Sandia
National Laboratories, U.S.; Vladlena
Powers, Nouri Sakr, and Cliff Stein,
Columbia University, U.S.

continued in next column

10:10-10:30 A Scalable Algorithm for

Data Anonymization

Arif Khan, Pacific Northwest National
Laboratory, U.S.

10:35-10:55 Parallel Algorithms for

Degree Constrained Subgraphs with

Applications

S M Ferdous and Alex Pothen, Purdue
University, U.S.

11:00-11:20 Construction of Massive

Protein Similarity Networks using

Distributed Suffix Arrays

Saliya P. Ekanayake, Lawrence Berkeley
National Laboratory, U.S.

Monday, February 25

MS31

Numerical Methods for Earth
System Modeling - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 401C

For Part 2 see MSé6

Earth system models are complex
multiscale, multiphysics systems that
require advanced discretization schemes,
temporal integration methods, and
algebraic solvers to obtain accurate

and stable solutions on today’s high-
performance computing systems.

This minisymposium brings together
researchers to present state of the art
methods in these areas applied to Earth
system modeling. It also focuses on
real-world challenges and opportunities
encountered while implementing these
schemes on current and upcoming
computing systems.

Organizer: Christopher J. Vogl
Lawrence Livermore National Laboratory,
U.S.

Organizer: David J. Gardner

Lawrence Livermore National Laboratory,

U.S.

9:45-10:05 High-order Finite-volume

Weno Discretizations that Effectively

use Accelerated HPC for Atmospheric

Dynamics

Matthew R. Norman, Oak Ridge National
Laboratory, U.S.

10:10-10:30 Hybrid-mixed Finite

Element Solvers for Compressible

Atmospheric Equations

Thomas H. Gibson, Imperial College London,
United Kingdom

continued on next page
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10:35-10:55 Evaluation of Additive

Runge-Kutta Methods for the E3SM

Non-hydrostatic Dycore

Christopher J. Vogl, Lawrence Livermore
National Laboratory, U.S.; Daniel R.
Reynolds, Southern Methodist University,
U.S.; Paul Ullrich, University of California,
Davis, U.S.; Andrew J. Steyer, Sandia
National Laboratories, U.S.; Carol S.
Woodward and David J. Gardner, Lawrence
Livermore National Laboratory, U.S.

11:00-11:20 The E3SM Non-hydrostatic

Dynamical Core at Cloud Resolving

Resolution - DCMIP 2016 Super Cell

Thunderstorm

Jorge E. Guerra, University of California,
Davis, U.S.

Monday, February 25

MS32

Recent Advances in Error
Estimation for Complex
Problems - Part | of Il

9:45a.m.-11:25 a.m.

Room: 402A

For Part 2 see MS67

The accurate simulation of complex
systems which incorporate multiple
physical processes interacting across

a range of spatial and temporal

scales demands sophisticated multi-
discretization numerical methods.
These include operator decomposition
and domain decomposition, as well as
specialized time discretizations such

as explicit, semi-implicit, operating
splitting and parallel-in-time methods.
Each of these discretization choices
introduces a new source of error and the
various sources of discretization error
interact in non-trivial ways. Accurate
error estimation is essential for building
confidence in numerical solutions and
is a key component of uncertainty
quantification for multiphysics
simulations. This minisymposium will
feature recent advances in a posteriori
error estimation for simulation and
uncertainty quantification and the
discretization choices necessary to meet
constraints on accuracy.

Organizer. Jehanzeb H.

Chaudhry
University of New Mexico, U.S.

Organizer: Simon Tavener
Colorado State University, U.S.
9:45-10:05 Error Control for Hybridized

and Embedded Discontinuous
Galerkin Methods

Krzysztof Fidkowski and Guodong Chen,
University of Michigan, U.S.

continued in next column

10:10-10:30 Variational Formulation

and Error Estimation for Explicit Time

Integrators

Judit Muiioz-Matute and David Pardo,
University of the Basque Country, Spain;
Victor M. Calo, Curtin University of
Technology, Perth, Australia; Elisabete
Alberdi, University of the Basque Country,
Spain

10:35-10:55 Error Estimation for

Multiplicative Schwarz Domain

Decomposition Method

Jehanzeb H. Chaudhry, University of New
Mexico, U.S.; Simon Tavener and Don
Estep, Colorado State University, U.S.

11:00-11:20 An A Posteriori Error

Estimation for Numerical Solution of

Richards Equation

Victor E. Ginting, University of Wyoming,
U.S.
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MS33

Recent Progresses in Data
Analysis - Part | of |l

9:45 a.m.-11:25 a.m.

Room: 402B

For Part 2 see MS68

Data analysis plays a critical role in
various applications and its techniques

are being actively developed today. The
proposed minisymposium will bring
together researchers in data science,
particularly in the areas of topological
data analysis and optimization. In this
minisymposium we will try to present
both the theoretical and practical
developments recently made in those areas
and provide an opportunity for researchers
to have conversation on bridging those
areas.

Organizer: Jae-Hun Jung
State University of New York at Buffalo, U.S.

Organizer: Guohui Song
Clarkson University, U.S.

9:45-10:05 Topological Data Analysis of

Vascular Disease

Jae-Hun Jung, Megan Johnson, and John
Nicponski, State University of New York at
Buffalo, U.S.

10:10-10:30 Stitch-fix for Mapper

Bala Krishnamoorthy and Nathaniel Saul,
Washington State University, U.S.; Bei
Wang, University of Utah, U.S.

10:35-10:55 Community Tree

Persistence: A Topological Method

for Community Structure Analysis in

Dynamic Networks

Ashis G. Banerjee, Wei Guo, Ruqgian Chen, and
Yen-Chi Chen, University of Washington,
U.S.

11:00-11:20 R Package TDA for
Statistical Inference on Topological
Data Analysis

Jisu Kim, Carnegie Mellon University, U.S.

Monday, February 25

MS34

Methods for Large-scale
Risk-averse Optimization -
Part | of li

9:45a.m.-11:25 a.m.

Room: 402C

For Part 2 see MS69

Many science and engineering
applications require, e.g., the control or
design of a physical system modeled by
partial differential equations (PDEs) with
uncertain inputs. For such problems,
determining optimal solutions that are
resilient to uncertainty is critical. This
session focuses on stochastic optimization
problems motivated by a range of
applications including power networks,
financial markets, petroleum engineering
and structural design. In particular, we
target mathematical approaches for risk
aversion and probabilistic computations
with an emphasis on efficient numerical
methods.

Organizer: Drew P. Kouri
Sandia National Laboratories, U.S.

Organizer: Harbir Antil
George Mason University, U.S.

9:45-10:05 How to Supplement

Risk Regulations to Avoid Industrial

Catastrophes

Stan Uryasev and Giorgi Pertaia, University
of Florida, U.S.

10:10-10:30 Chance Constrained

Optimization in Banach Spaces with

Application to PDE Systems

Abebe Geletu, Armin Hoffmann, and Pu Li,
Technische Universitit [lmenau, Germany

10:35-10:55 A Primal-dual Algorithm

for Risk Minimization with Application

to PDE-constrained Optimization

Drew P. Kouri, Sandia National Laboratories,
U.S.

11:00-11:20 Scalable Quasi-Newton

Methods for the Optimization of

Engineering Systems under Uncertainty

using High-performance Computing

Cosmin G. Petra, Lawrence Livermore
National Laboratory, U.S.

Monday, February 25

CP1

Modeling and Uncertainty
Quantification |

9:45a.m.-11:25 a.m.

Room: 301

Chair: Carley R. Walker, University of
Southern Mississippi, U.S.

9:45-10:00 Parameter Identification for

a Viscoplastic Model with Damage

and Effect of Conditions on Results

using Bayesian Approaches

Ehsan Adeli, Technische Universitit
Braunschweig, Germany

10:05-10:20 Surrogate Model Design

for Non-smooth and Computationally

Expensive Radiation Detection

Models

Jared A. Cook, North Carolina State
University, U.S.

10:25-10:40 Sampling Input
Parameters of Stochastic Models
using Consistent Pull-back Measures

Tian Yu Yen, University of Colorado, Denver,
U.S.

10:45-11:00 Parameter Inference

and Uncertainty Quantification in

Simulating Blood Flow in Coronary

Arteries

Minglang Yin, Alireza Yazdani, and George
Karniadakis, Brown University, U.S.

11:05-11:20 Removal of Multiplicative

Poisson Noise using Variance Based

Joint Sparsity Recovery

Carley R. Walker, University of Southern
Mississippi, U.S.
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Monday, February 25

CP2

Computational Fluid
Mechanics |

9:45 a.m.-11:25 a.m.
Room: 201A

Chair: Fady M. Najjar, Lawrence Livermore
National Laboratory, U.S.

9:45-10:00 Equilibrium Statistics and

Entropy Computation for Vortex

Filaments on a Cubic Lattice: A

Modified Pivot Algorithm

Pavel Belik, Aleksandr Lukanen, and Robert
Laskowski, Augsburg University; Douglas
Dokken, Kurt Scholz, and Mikhail M.
Shvartsman, University of St. Thomas,
U.S.

10:05-10:20 Reference Mapping:

Application in Eulerian Hydrocodes

Serge B. Ndanou, Gary Dilts, and Thomas
Masser, Los Alamos National Laboratory,
U.S.

10:25-10:40 Future Proofing a Massive

Parallel Framework for Real-time

Flood Prediction

Christoph M. Ertl, Bobby Minola Ginting,
and Ralf-Peter Mundani, Technische
Universitidt Miinchen, Germany

10:45-11:00 Visual Exploration of

Flood Simulations in Cave-based

Environments

Ralf-Peter Mundani, Mario Silaci, and
Christoph M. Ertl, Technische Universitéit
Miinchen, Germany

11:05-11:20 Exploring the Predictibility
of Random Forests for the Sedov-Von
Neumann-Taylor Blast Wave Solution
Mokbel Karam, University of Utah,
U.S.; Fady M. Najjar and Ming Jiang,
Lawrence Livermore National Laboratory,
U.S.; James C. Sutherland and Tony Saad,
University of Utah, U.S.

Monday, February 25

Fundamental Algorithms
Book Series Editorial Board
Meeting

11:30 a.m.-1:00 p.m.

Room: Davenport Hotel -- Meeting Room 11

Lunch Break
11:30 a.m.-1:00 p.m.

Attendees on their own

Monday, February 25

PD1

Future Directions of Research
Funding Programs

11:30 a.m.-12:30 p.m.
Room: 111A

Chair: Hans Johansen, Lawrence Berkeley
National Laboratory, U.S.

Chair: Robert Scheichl, Universitdit .
Heidelberg, Germany

Chair: Rebecca Willett, University of
Chicago, U.S.

Chair: Rio Yokota, Tokyo Institute of
Technology, Japan

What opportunities are available for
obtaining research funding? What makes
a research proposal stand out? How can
you build a research program that is
attractive to the funding agencies? How
can you conduct your research to make
the biggest impact and increase your
chances of future funding? We address all
these questions and more as a part of this
panel discussion.

Vipin Chaudhary
National Science Foundation, U.S.

Jan Hesthaven
Ecole Polytechnique Fédérale de Lausanne,
Switzerland

David Keyes
KAUST, Saudia Arabia and Columbia
University, U.S.

Steven Lee
Lawrence Livermore National Laboratory,
U.S.

Lee Seversky
Air Force Research Laboratory, U.S.
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PD2

Early Career Panel
17:30 a.m.-12:30 p.m.

Room: Conference Theater

Chair: Katherine J. Evans, Oak Ridge
National Laboratory, U.S.

Chair: Stefan Wild, Argonne National
Laboratory, U.S.

Chair: Alison Marsden, Stanford University,
U.S.

The goal of this panel is to provide
new scientists useful information and
guidance about different career choices
available to them for a career. All
career paths, for example academia,
national labs, and industry, have unique
attributes and challenges. Several
panelists with diverse experiences

will be on hand to provide some
background and real-world experiences
as they have progressed in their multi-
faceted careers.

Ilene Carpenter
Cray, Inc., U.S.

Jed Brown
University of Colorado, Boulder, U.S.

Aydin Buluc
Lawrence Berkeley National Laboratory,
U.S.

Monday, February 25
IP2

Deep Learning for Inverse
Problems - Some Recent
Approaches

1:00 p.m.-1:45 p.m.
Room: Ballroom 100BC

Chair: Katherine J. Evans, Oak Ridge
National Laboratory, U.S.

In this talk we discuss the idea of data-
driven regularisers for inverse imaging
problems. We are in particular interested
in the combination of model-based and
purely data-driven image processing
approaches. In this context we will
make a journey from “shallow” learning
for computing optimal parameters for
variational regularisation models by
bilevel optimization to the investigation
of different approaches that use deep
neural networks for solving inverse
imaging problems. Alongside all
approaches that are being discussed,
their numerical solution and available
solution guarantees will be stated.

Carolo-Bibiane Schonlieb
University of Cambridge, United Kingdom

Coffee Break
1:45 p.m.-2:15 p.m.

B

Room: Ballroom Foyer

Monday, February 25

MS35

Mathematical Advances in
Deep Learning - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: Ballroom 100BC

For Part 1 see MS1
Featured Minisymposium

Training neural networks with many
hidden layers, aka Deep Learning, has
become a booming area of machine
learning. Despite enormous success in
applications including computer vision
and speech recognition, several critical
challenges in designing, training, and
understanding deep networks persist.
This minisymposium presents recent
advances toward rigorous mathematical
underpinnings of deep learning and
more efficient training. Speakers

will report on recent success enabled
by applying techniques from partial
differential equations, optimization,
optimal control, inverse problems,
uncertainty quantification, to the deep
learning problem.

Organizer: Lars Ruthotto
Emory University, U.S.

Organizer: Eldad Haber
University of British Columbia, Canada
2:15-2:35 A Mean-field Optimal
Control Formulation of Deep Learning
Jiequn Han, Princeton University, U.S.

2:40-3:00 Structured Models for

Convolutional Neural Networks

Xiaojin Tan and Eldad Haber, University of
British Columbia, Canada

3:05-3:25 Extensions and Algorithms

for Neural Net Training

Peng Zheng and Aleksandr Aravkin,
University of Washington, U.S.

3:30-3:50 Deep Inversion - Latent

Space Analysis of Autoencoders for

Inverse Problems

Yoeri Boink, Stephan A. Van Gils, Srirang
Manohar, and Christoph Brune, University
of Twente, Netherlands
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Monday, February 25

MS36

Scientific Software:
Practices, Concerns, and
Solution Strategies - Part Il
of Il

2:15 p.m.-3:55 p.m.
Room: Conference Theater

For Part 1 see MS2

Software is an increasingly important
component of scientific research. It
would not be an exaggeration to say that
almost all forms of scientific research
today involve software, whether to
compute, to manage, or to analyze.

The kinds of software used and the
associated issues, which range from
technical to sociological, are as diverse
as the scientific communities themselves.
This minisymposium reflects this rich
diversity, including presentations from
software developers, users, and scientific
project managers from various parts

of the world and from various science
communities. The common thread among
these topics is that many overlapping
subsets of scientific software issues are
of interest to various participants. The
minisymposium will, therefore, be a
snapshot of the current state of practices,
concerns and solution strategies in the
world of scientific software.

Organizer: Anshu Dubey
Argonne National Laboratory, U.S.

2:15-2:35 Software Engineering

Guidelines for Scientists - A Practical

Handout for the Developing

Researcher

Carina S. Haupt, German Aerospace Center
(DLR), Germany

2:40-3:00 Symbiosis between
Software and Scientific Career
Matthew J. Turk, University of Illinois, U.S.

3:05-3:25 Role of Requirements in

Scientific Software

Jared O'Neal, Argonne National Laboratory,
U.S.

3:30-3:50 Repository Analysis of

Open-source and Scientific Software

Development Projects

Boyana Norris and Kanika Sood, University
of Oregon, U.S.; Anshu Dubey and Lois
Curfman Mclnnes, Argonne National
Laboratory, U.S.

Monday, February 25

MS37

AWM Workshop: Data
Science and Mathematics -
Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 102A

For Part 1 see MS3
Session description to follow.

Organizer: Deanna Needell
University of California, Los Angeles, U.S.

Organizer: Giseon Heo

University of Alberta, Canada

2:15-2:35 Fast and Efficient

Distributed Matrix-vector

Multiplication using Rateless Fountain

Codes

Gauri Joshi, Carnegie Mellon University,
U.S.

2:40-3:00 On the Service Capacity

Region of Content Access from

Coded Storage

Sarah Anderson, University of St. Thomas,
U.S.

3:05-3:25 Data Analysis and
Automated Sleep Apnea Diagnosis
Kathryn Leonard, Occidental College, U.S.

3:30-3:50 Automated Obstructive

Sleep Apnea Diagnosis through

High-dimensional Mulfi-Source Data

Analysis

Xu Wang, Wilfrid Laurier University,
Canada

Monday, February 25

MS39

Recent Advances in
Modeling and Numerical
Analysis for Electronic
Structure Calculations - Part
Il of ll

2:15 p.m.-3:55 p.m.
Room: 102C

For Part 1 see MS5

The goal of this minisymposium

is to bring experts working on new
modeling approaches and algorithmic
contributions for electronic structure
problems in materials. For many cutting
edge applications, materials have to
been studied at the quantum level to
predict their properties, such as transport
(conduction), magnetic or optical
response. Systems that are of interest

to materials scientists are typically of
increasing complexity and scales, leading
to new challenges from a mathematical
and computational perspective for the
computation and characterization of the
electronic structure of materials. One
recent example among others is that of
devices formed of multiple layers of
recently discovered 2D materials such
as graphene, boron nitride, etc. and
which lack periodicity. The first talk of
the session will give an introduction to
electronic structure computations and the
other invited speakers will present their
latest developments in the field.

Organizer: Paul Cazeaux

University of Kansas, U.S.

2:15-2:35 Transport Coefficients of

Thermally Disordered Materials

Emil Prodan, Yeshiva University, U.S.

2:40-3:00 Exploiting Sparsity in the

Chebyshev Coefficients for Faster

Conductivity Calculations

Simon Etter, University of Warwick, United
Kingdom

continued on next page
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MS39

Recent Advances in
Modeling and Numerical
Analysis for Electronic
Structure Calculations - Part
lof i

continued

3:05-3:25 Practical Computation of the
Noncommutative Kubo Formula for
the Conductivity in Incommensurate
Multilayers

Paul Cazeaux, University of Kansas, U.S.

3:30-3:50 A Convolutional Neural

Network to Determine Effective

Transport Properties for Electrochemical

Lithium-ion Battery Models

Ross M. Weber, Svyatoslav Korneev, Simona
Onori, and Ilenia Battiato, Stanford
University, U.S.

Monday, February 25

MS40

Roundoff Error in
High-Performance
Implementations of CG/
Lanczos-type Solvers - Part |l
of Il

2:15 p.m.-3:55 p.m.
Room: 102D

For Part 1 see MSé

The conjugate gradient and Lanczos
algorithms are widely used methods
for solving Hermitian positive definite
linear systems, computing eigenvalues
of Hermitian matrices and, more
generally, for computing the product of
a function of a Hermitian matrix with a
given vector. It is well-known that the
methods may behave differently in finite
precision arithmetic than they would

in exact arithmetic, which means that
whenever different implementations are
considered -- such as implementations
that make better use of parallelism --
one must be careful about the effects
on actual performance and accuracy.
This minisymposium brings together
researchers to talk about different
mathematically equivalent CG/Lanczos
implementations and their behavior in
finite precision arithmetic.

Organizer: Anne Greenbaum
University of Washington, U.S.

Organizer: Erin C. Carson
Charles University, Czech Republic

2:15-2:35 Numerical Analysis of the

Maximal Aftainable Accuracy in

Communication-hiding Pipelined

Conjugate Gradients

Siegfried Cools and Jeffrey Cornelis,
University of Antwerp, Belgium;
Emmanuel Agullo, Inria, France; Emrullah
Fatih Yetkin, Kadir Has University, Turkey;
Luc Giraud, Inria, France; Wim Vanroose,
Antwerp University, Belgium

continued in next column

2:40-3:00 The s-Step Conjugate

Gradient Method in Finite Precision

Erin C. Carson, Charles University, Czech
Republic

3:05-3:25 On the Convergence Rate

of Different Variants of the Conjugate

Gradient Algorithm

Hexuan Liu, University of Washington, U.S.

3:30-3:50 Exploiting Multiprecision in

Krylov Subspace Methods

David Titley-Peloquin, McGill University,
Canada
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Monday, February 25

MS41

Numerical Linear Algebra
for Machine Learning - Part
Il of Il

2:15 p.m.-3:55 p.m.
Room: 111A

For Part 1 see MS7

Machine learning algorithms such as
deep neural networks with convolution
and fully connected layers, recurrent
neural networks, support vector
machines, and kernel machines rely

on linear algebra for matrix-vector and
matrix-matrix products. Many other
algorithms for “big data processing”
rely on low-rank decomposition

such as the thin SVD, rank-revealing
QR factorizations, and randomized
projection and sampling algorithms. In
this MS, we will explore the connections
between machine learning algorithms
and numerical linear algebra, including
techniques such as the fast multipole
method, hierarchical matrices, structured
matrices, tensor representations,
tensor-trains, low-rank and sparse
representations, and numerical
algorithms for large-scale eigenvalue and
singular value calculations.

Organizer: Leopold Cambier
Stanford University, U.S.

Organizer: Eric F. Darve
Stanford University, U.S.
2:15-2:35 Online Optimization for

Continuous Hyperparameters with
Applications to Traffic Flow Prediction

Hongyuan Zhan, Pennsylvania State
University, U.S.

continued in next column

2:40-3:00 Randomized Algorithms to

Compute Low-rank Approximation

for Data Analysis and Machine

Learning Applications

Ichitaro Yamazaki, University of
Tennessee, Knoxville, U.S.; Yuechao
Lu, Osaka University, Japan; Michael
Mahoney, University of California,
Berkeley, U.S.; Jack J. Dongarra,
University of Tennessee and Oak Ridge
National Laboratory, U.S.

3:05-3:25 Randomized Sparse

PCA using the Variable Projection

Method

N. Benjamin Erichson, University of
California, Berkeley, U.S.

3:30-3:50 Scalable Hierarchical
Matrix Methods in Machine Learning

George Biros, University of Texas at
Austin, U.S.

Monday, February 25

MS42

Uncertainty Quantification
and Data Assimilation - Part
Il of I

2:15 p.m.-3:55 p.m.
Room: 111B

For Part 1 see MS8
Featured Minisymposium

Data assimilation is the primary means
of prediction and parameter estimation
in weather forecasting, geophysics, fluid
dynamics, and finance. Standard methods
in filtering and Bayesian inference are
particularly appealing considering the
rapid advances in data acquisition in
recent years. However, incorporating
observation data with forward models
introduces both model and measurement
uncertainty into the prediction. As a
result, these methods may require a large
number of forward model evaluations to
converge, which can be computationally
prohibitive for high-dimensional
problems. This minisymposium invites
speakers working at the forefront

of data assimilation and uncertainty
quantification to discuss recent
challenges, innovations, and strategies in
these areas.

Organizer: Krithika Manohar
California Institute of Technology, U.S.

2:15-2:35 Interdisciplinary Data

Assimilation and Bayesian Learning

Pierre F. Lermusiaux, Massachusetts Institute
of Technology, U.S.

2:40-3:00 EnKF-Based Estimators for

Aerodynamics

Tim Colonius and Andre da Silva, California
Institute of Technology, U.S.; Darwin
Darakananda and Jeff D. Eldredge,
University of California, Los Angeles, U.S.

3:05-3:25 Ensemble Kalman Inversion:

A Derivative-free Technique for

Machine Learning Tasks

Nikola Kovachki and Andrew Stuart,
California Institute of Technology, U.S.

3:30-3:50 Greedy Sensor Placement

for Controlling High-dimensional

Dynamics

Krithika Manohar, California Institute of
Technology, U.S.; J. Nathan Kutz and
Steven Brunton, University of Washington,
U.S.
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MS43

Avoiding Big-data: In-situ
Visualisation and Analysis
for Large-scale CFD
Simulations - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 111C

For Part 1 see MS9

Modern-day CFD, especially time-
resolved simulations of turbulent flow,
can readily produce unmanageable
amounts of data. Disk I/O and
fundamental storage capacity preclude
writing such data to magnetic disk for
a posteriori analysis. Therefore, new
technologies are required that can
visualise and analyse these data on-the-
fly ‘in-situ’ as they are generated. This
minisymposia will explore the state-
of-the-art in this area, including the
development of frameworks for in-situ
visualisation, data compression, feature
identification, and feature tracking.

Organizer: Marius K. Koch
Imperial College London, United Kingdom

Organizer: Peter E. Vincent
Imperial College London, United Kingdom

Organizer: Paul Kelly
Imperial College London, United Kingdom

Organizer: Freddie Witherden
Imperial College London, United Kingdom

2:15-2:35 Online Compression of

High-order CFD Solutions using

Machine Learning

Freddie Witherden, Imperial College
London, United Kingdom; Jeremy Morton,
Stanford University, U.S.; Ligian Peng
and Kevin T. Carlberg, Sandia National
Laboratories, U.S.; Mykel Kochenderfer
and Antony Jameson, Stanford University,
U.S.

2:40-3:00 In-situ Data Visualization

Approaches in the SU2 Analysis and

Design Framework

Scott Imlay, Tecplot, Inc., U.S.; Juan J.
Alonso, Stanford University, U.S.; Thomas
D. Economon, Bosch Research And
Technology Center, U.S.

continued in next column

3:05-3:25 Siac Filtering for Visualization

and Feature Detection

Ashok Jallepalli and Robert M. Kirby,
University of Utah, U.S.

3:30-3:50 Advanced in Situ Analysis

of High Order Dg Solutions with

Application to Scale-resolving

Simulations of Complex Turbulent

Flows

Michel Rasquin and Koen Hillewaert,
CENAERO, Belgium

Monday, February 25

MS44

Model Reduction,
Adaptivity, and High
Dimensionality in
Uncertainty Quantification -
Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 300A

For Part 1 see MS10

Uncertainty Quantification (UQ) is
essential for credible simulation-aided
prediction and design. However, many
computational strategies for both forward
and inverse UQ are intractable when
applied to models with a moderate or
large number of parameters. Exploiting
structure of the model input-output map
and the goals of the overall analysis

are needed to improve tractability.

This minisymposium will focus on
goal-oriented techniques whose aim

is to reduce the cost of uncertainty
quantification while simultaneously
maintaining or improving accuracy.
Areas of interest include dimension
reduction, sparsity, approximations
with non-tensorial measures, adaptivity,
multi-level methods, and multi-fidelity
methods. This minisymposium will bring
together leading researchers from the
applied and computational mathematics
and engineering community to discuss
and collaborate on novel theoretical and
computational advances, and to discuss
future directions for research.

Organizer: John D. Jakeman
Sandia National Laboratories, U.S.

Organizer: Akil Narayan
University of Utah, U.S.

2:15-2:35 Adaptive Construction

of Quadrature Rules for Bayesian
Inference and Prediction

Laurent van den Bos and Benjamin Sanderse,

Centrum voor Wiskunde en Informatica
(CWI), Netherlands

continued on next page
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2:40-3:00 Stability-preserving Model

Order Reduction for Random

Dynamical Systems

Roland Pulch, University of Greifswald,
Germany

3:05-3:25 A Multi-Level Optimization
Based Monte-Carlo Sampler for Large
Scale Inverse Problems

Chuntao Chen, Monash University, Australia

3:30-3:50 Large-scale Uncertainty
Propagation via Overlapping Domain
Decomposition
Kevin T. Carlberg, Sandia National
Laboratories, U.S.; Sofia Guzzetti, Emory
University, U.S.; Mohammad Khalil
and Khachik Sargsyan, Sandia National
Laboratories, U.S.

Monday, February 25

MS45

Data Enabled Modeling and
Discovery in Science and
Engineering - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 300B

For Part 1 see MS11

There is a growing amount of data
generated from instruments and
computational simulations associated
with the scientific enterprise. The
volume of data has driven an interest

in scientific machine learning as a
guided way to determine relationships
and incorporate data into models.

This presents a number of challenges
unique to scientific machine learning of
relevance to the applied mathematics
community. For instance, developing
scalable algorithms to run learning
algorithms on leadership class platforms,
incorporation of physical constraints into
the model, dealing with heterogeneous
data, and building trust through verified
and validated results for the learning
models. This minisymposium will
bring together researchers developing
algorithms and learning approaches to
overcome these challenging issues. In
addition, the discussion will include

a motivation of the need for scientific
machine learning while highlighting
some additional challenges.

Organizer: Prasanna

Balaprakash
Argonne National Laboratory, U.S.

Organizer: Eric C. Cyr

Sandia National Laboratories, U.S.

Organizer: Paris Perdikaris

University of Pennsylvania, U.S.

2:15-2:35 DeepHyper: Scalable

Asynchronous Hyperparameter

Search for Deep Learning

Prasanna Balaprakash, Argonne National
Laboratory, U.S.

continued in next column

2:40-3:00 Data-Driven Multi-scale

Decompositions for Forecasting and

Model Discovery

Daniel Dylewsky and J. Nathan Kutz,
University of Washington, U.S.; Molei
Tao, Georgia Institute of Technology, U.S.

3:05-3:25 Differential Equations with

Unknown Constitutive Relations as

Recurrent Neural Networks

Tobias Hagge and Panos Stinis, Pacific
Northwest National Laboratory, U.S.;
Enoch Yeung, University of California,
Santa Barbara, U.S.; Alexander
Tartakovsky, Pacific Northwest National
Laboratory, U.S.

3:30-3:50 Data-driven Modeling and
Analysis of Non-stationary Fluid Flows

Kazuki Maeda and Steven Brunton,
University of Washington, U.S.
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Monday, February 25

MS46

Task-based Programming
for Scientific Computing:
Runtime Support - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 300C

For Part 1 see MS12

As the architecture of modern
supercomputing systems is

becoming increasingly complex and
heterogeneous, runtime systems have
recently emerged as a solid alternative
to traditional parallel programming
paradigms and tools because they
allow for the delevopment of efficient
and scalable code which is portable
across a wide range of architectures
thanks to the use of a modular approach
and architecture-agnostic parallel
programming paradigms. Numerous
runtimes exist which propose different
programming interfaces and features,
this minisymposium presents recent
advances and developments in some
of the best known and used runtime
systems.

Organizer: Alfredo Buttari
CNRS, France

Organizer: Emmanuel Agullo
Inria, France

Organizer: Hatem Ltaief

King Abdullah University of Science &

Technology (KAUST), Saudi Arabia

2:15-2:35 Performance and

Implementation of UPC++

Steven Hofmeyr, Lawrence Berkeley National
Laboratory, U.S.

2:40-3:00 Dynamic Algorithms with

PaRSEC

George Bosilca, Thomas Herault, Aurélien
Bouteiller, and Damien Genet, University
of Tennessee, Knoxville, U.S.; Jack J.
Dongarra, University of Tennessee and
Oak Ridge National Laboratory, U.S.

continued in next column

3:05-3:25 SPETABARU: A Task-based
Runtime System with Speculative
Execution Capability

Berenger Bramas, Inria, France

3:30-3:50 How to Adjust an OpenMP

Runtime to Better Reach Hardware

Performance on HPC Applications:

liboKOMP’s Experiences?

Thierry Gautier and Philippe Virouleau, Inria,
France

Monday, February 25

MS47

Advances in Computational
Methods for Data
Assimilation - Part | of Il

2:15 p.m.-3:55 p.m.
Room: 300D

For Part 2 see MS87

Data assimilation is a mathematical
procedure that estimates the state

of some hidden system based on
observation data. It is one of the

most important research topics in
computational science and engineering
and it has many practical applications. A
main effort to solve the data assimilation
problem is the simulation based
computational methods, which is usually
combined by forward simulations and
inverse inferences. With the progress

in uncertainty quantification and the
advances in large scale computing,
computational methods for data
assimilation attract more and more
attentions. In this minisymposium, we
present recent research achievements

in computational methods for data
assimilation, and we explore both the
forward simulations and the inverse
inferences for the data assimilation
problem.

Organizer: Feng Bao
Florida State University, U.S.

Organizer: Xuemin Tu

University of Kansas, U.S.

2:15-2:35 Data Assimilation Subject to
Practical Imperfections

Henry Huang, Pacific Northwest National
Laboratory, U.S.

2:40-3:00 A Direct Filter Method for
Parameter Estimation

Feng Bao, Florida State University, U.S.
3:05-3:25 An Adaptive Multi-fidelity
PC Based lterative Ensemble Kalman
Method for Inverse Problem

Tao Zhou, Chinese Academy of Sciences,
China

3:30-3:50 An Improved Particle Filter
and its Application for Tracking in a
Wireless Sensor Network

Kai Kang, National Institutes of Health, U.S.
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Monday, February 25

MS48

BE: Best Practices for CSE
Diversity and Inclusion

2:15 p.m.-3:55 p.m.
Room: 302A

Developing the capacity for innovation
and productivity in the global
marketplace relies on the ability to
develop an outstanding science and
technology (S&T) workforce. Recent
economic projections call for one
million more science, technology,
engineering, and mathematics (STEM)
professionals over the next decade in the
United States (US). Yet, less than 40
percent of entering college students who
intend to major in STEM disciplines
actually complete a STEM degree.
Disparities in the representation in by
women and minorities compound the
challenge, and is more pronounced in
computational science and engineering
(CSE) fields. STEM and CSE fields
have been historically dominated by

a white, male population; however,
data indicates that there has been
movement towards diversification in
academics and employment. Yet, the
underrepresentation of women and
minorities continues to be problematic,
especially in CSE. This session will
include a series of presentations on
programs and activities aimed at
promoting diversity and creating more
inclusive environments. The intention
is that attendees will learn about best
practices that can be employed in a
variety of settings and can participate in
engaging discussion on the topic.

Organizer: Mary Ann E. Leung
Sustainable Horizons Institute, U.S.
2:15-2:35 Sustainable Research
Pathways: Building Connections
Across Communities to Diversify the
National Laboratory Workforce
Mary Ann E. Leung, Sustainable Horizons
Institute, U.S.

continued in next column

2:40-3:00 Creating and Sustaining

a Research Network for Women in

Mathematics of Materials

Malena I. Espanol, University of Akron,
U.S.

3:05-3:25 Effective Workplace

Communication

Rebecca J. Hartman-Baker, Lawrence
Berkeley National Laboratory, U.S.

3:30-3:50 Diversifying the Workforce

at Lawrence Livermore National

Laboratory

Tony Baylis, Lawrence Livermore National
Laboratory, U.S.

Monday, February 25

MS49

Emerging Trends for Structure
Preserving Model Order
Reduction - Part 1l of Il

2:15 p.m.-3:55 p.m.
Room: 302B

For Part 1 see MS14

Model Order Reduction (MOR) is

an indispensable tool for multi-query
simulations and (faster than) real-time
estimation and control, in particular for
multiscale and multiphysics problems.
Standard MOR approaches, such as,

the Reduced Basis Method, the Proper
Orthogonal Decomposition, etc. in
conjunction with the (Discrete) Empirical
Interpolation Method, fail to strike an
acceptable balance between fidelity and
complexity to obtain computationally
compact representations of several
phenomena of interest (for instance,
multiple-transport phenomena). The
limitations of standard MOR techniques
instigate a drive to develop novel and
automated techniques tailored for
identification of underlying embedding
(structure), and, preservation of key
(physical) model properties (such as,
positivity, evolving discontinuous front,
etc.) and system theoretic properties (for
instance, Port-Hamiltonian structure,
propagation delays, stability, etc.) of

the associated (parametric) reduced-
order models, which are guaranteed to
offer robust approximation with lowest
possible reduced-order representation.
In this minisymposium, we will discuss
recent advances and perspectives in the
field of structure and property preserving
(discretization and) MOR frameworks to
deal with (large-scale) linear and non-
linear dynamical systems.

Organizer: Harshit Bansall
Eindhoven University of Technology,
Netherlands

continued on next page
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MS49

Emerging Trends for Structure
Preserving Model Order
Reduction - Part Il of I

continued

2:15-2:35 Randomized Residual-based

Error Estimators for Parametrized

Equations

Kathrin Smetana, University of Twente,
Netherlands; Olivier Zahm, Inria Grenoble,
France; Anthony T. Patera, Massachusetts
Institute of Technology, U.S.

2:40-3:00 From Data to Structured

Reduced-order Models

Benjamin Unger, Technische Universitit
Berlin, Germany

3:05-3:25 Operator Splitting and Model

Reduction

Klajdi Sinani, Serkan Gugercin, Christopher
A. Beattie, and Jeff Borggaard, Virginia
Tech, U.S.

3:30-3:50 Model Reduction of

Synchronized Lur'e Networks

Xiaodong Cheng and Jacquelien M.A.
Scherpen, University of Groningen,
Netherlands

Monday, February 25

MSS0

Fast Methods for High-
Frequency Wave
Propagation - Part 1l of Il

2:15 p.m.-3:55 p.m.
Room: 303A

For Part 1 see MS15

High-frequency wave equations,

e.g., variable-coefficient Helmholtz
equations, govern many large-

scale electromagnetic, acoustic,

and elastodynamic phenomena in
inhomogeneous media. Their numerical
solution remains a grand challenge due
to difficulties in convergence, dispersion,
and computational efficiency in the high-
frequency regime. This minisymposium
reports recent progress in low-
complexity solvers including directional
methods, sweeping preconditioners,
method of polarized traces, as well

as reliable asymptotic methods such

as geometrical optics, Gaussian beam
methods, and Huygens sweeping
methods.

Organizer: Leonardo Zepeda-

Nunez
Lawrence Berkeley National Laboratory,
U.S.

2:15-2:35 Frozen Gaussian

Approximation for 3-D Elastic Wave

Propagation and Seismic Tomography

James Hateley, University of California,
Santa Barbara, U.S.; Lihui Chai, National
Sun Yat-Sen University, Taiwan; Ping
Tong, Nanyang Technological University,
Singapore; Xu Yang, University of
California, Santa Barbara, U.S.

2:40-3:00 Recent Progress on Solving
High Frequency Wave Equations
Lexing Ying, Stanford University, U.S.

continued in next column

3:05-3:25 Learning Dominant Wave

Directions For High-frequency

Helmholtz Equations

Jun Fang, University of California,
Irvine, U.S.; Jianliang Qian, Michigan
State University, U.S.; Hongkai Zhao,
University of California, Irvine, U.S.;
Leonardo Zepeda, Lawrence Berkeley
National Laboratory, U.S.

3:30-3:50 High-order Galerkin
Method for Helmholtz and Laplace
Problems on Multiple Open Arcs
Carlos Jerez-Hanckes, Pontificia
Universidad Catoélica de Chile, Chile
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Monday, February 25

MSS1

Tutorials for Students:
Accessible Introductions to
Active Research Areas - Part
Il of Il

2:15 p.m.-3:55 p.m.
Room: 303B

For Part 1 see MS16

This set of tutorials provides accessible
introductions for students to areas of
active research in compu- tational science
and engineering. It features four 45
minute tutorials which represent various
areas of active research that will recur in
talks throughout the conference. It serves
to give students from various areas of
computational science and engineering
the necessary background to benet from
other talks throughout the conference,
and future conferences as these active
elds continue to grow. In particular, these
four tutorials will touch on aspects of
data driven modeling, integrating data in
computational models, and algorithmic
methodologies.

Organizer: Joseph L. Hart
North Carolina State University, U.S.

Organizer: Kathleen Kavanagh

Clarkson University, U.S.

2:15-3:00 Mathematical Optimization:

Modern Algorithms for Applications in

Data Science

Ekkehard W. Sachs, Universitit Trier,
Germany

3:05-3:50 Infroduction to Neural
Networks and Deep Learning

Jeff Humphreys, Brigham Young University,
U.S.

Monday, February 25
MS52

Advances in Phase
Retrieval: Theory and
Applications - Part Il of I

2:15 p.m.-3:55 p.m.
Room: 201B

For Part 1 see MS17

Phase retrieval is the process of
recovering the phase of a complex
signal given only its Fourier magnitude.
This problem is known to be non-
convex and plays a vital role in various
scientific applications. Improved phase
recovery methods and its applications
are therefore an active area of research.
This minisymposium reports on recent
advances in phase retrieval ranging from
algorithm advancement, experimental
design, to application in high-energy
X-ray science.

Organizer: Selin Aslan
Argonne National Laboratory, U.S.

Organizer: Zichao Di
Argonne National Laboratory, U.S.

2:15-2:35 Advances in Ptychography

Applications: Building Tools Towards

Collaborative Development

Pablo Enfedaque and Stefano Marchesini,
Lawrence Berkeley National Laboratory,
U.S.; Huibin Chang, Tianjin Normal
University

2:40-3:00 Ptychography: An

Algorithmic Playground

Andrew M. Maiden, University of Sheffield,
United Kingdom

3:05-3:25 Sparse Dictionary Learning

Methods for Coherent X-ray

Diffractive Imaging

Ashish Tripathi, Brendt Wohlberg, and
Richard Sandberg, Los Alamos National
Laboratory, U.S.

3:30-3:50 On the use of Automatic

Differentiation as a Generic Phase

Retrieval Framework

Saugat Kandel and Ming Du, Northwestern
University, U.S.; Siddharth Maddali,
Argonne National Laboratory, U.S.; Marc
Allain, Institute Fresnel, France; Chris
Jacobsen, Stephan O. Hruszkewycz,
and Youssef Nashed, Argonne National
Laboratory, U.S.

Monday, February 25

MS53

Computational and
Numerical Methods in
Electronics - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 201C

For Part 1 see MS18

Research in electronics faces two
challenges which are unfortunately
often considered separate from each
other: First, the rapid technological
progress requires short simulation times
for electronic devices with increasing
geometric complexity. Such short
simulation times can only be achieved
through the development of new parallel
algorithms since the serial performance
of modern computing hardware
stagnates. Second, sound numerical
methods are required to accurately
describe physical processes such as
electronic transport at the discrete
level. For example, important physical
properties such as positivity and charge
conservation need to be reflected in the
numerics. This minisymposium - with
the aim to bridge the gap between both
challenges - has been initially founded
with the previous SIAM Conference on
Computational Science and Engineering
in 2017. The continuation in 2019 will
allow the minisymposium to establish
itself as a series which will in turn
enable to provide a continued presence
as an interdisciplinary platform for
physicists, numerical analysts, and
computational scientists within the area
of electronics. There is currently no
other venue providing such a focused
forum further underlining the importance
of this minisymposium series.

continued on next page
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MSS3

Computational and
Numerical Methods in
Electronics - Part Il of Il

continued

Organizer: Karl Rupp

Technische Universitit Wien, Austria

Organizer: Daniel Brinkman
San Jose State University, U.S.

Organizer: Patricio Farrell
Hamburg University of Technology,
Germany

Organizer: Nella Rotundo
Weierstrass Institute, Germany

Organizer: Josef Weinbub
Technische Universitit Wien, Austria

2:15-2:35 Multi-scaled Simulations

and Modelling of Novel Electronic

Devices

Vihar Georgiev, University of Glasgow,
Scotland, UK

2:40-3:00 GPU vs CPU - Comparative

Performance Evaluation of Parallel

Linear Solvers for TCAD

Karl Rupp, Technische Universitidt Wien,
Austria

3:05-3:25 Algorithms for Large-

scale Ab Initio Quantum Transport

Simulations

Mathieu Luisier, Fabian Ducry, Sascha
Briick, M. Hossein Bani-Hashemian,
and Mauro Calderara, ETH Ziirich,
Switzerland

3:30-3:50 Recent Advances in High

Performance Process TCAD

Georgios Diamantopoulos, Paul Manstetten,
Lukas Gnam, Vito Simonka, Luiz Felipe
Aguinsky, Michael Quell, Alexander Toifl,
Andreas Hossinger, and Josef Weinbub,
Technische Universitit Wien, Austria

Monday, February 25

MS54

Fast Solvers for Inverse
Problems with PDEs - Part Il
of ll

2:15 p.m.-3:55 p.m.
Room: 202A

For Part 1 see MS19

We present recent advances in the
development of fast solvers and effective
numerical schemes for the solution

of inverse problems with a particular
focus on large-scale PDE-constrained
optimization problems. Key algorithmic
challenges include computational
complexity, memory consumption, and a
vast number unknowns as well as model
and data uncertainties. We showcase
state-of-the-art techniques in scientific
computing to tackle these challenges.

Organizer: James L. Herring
University of Houston, U.S.

Organizer: Andreas Mang
University of Houston, U.S.

Organizer: George Biros
University of Texas at Austin, U.S.
2:15-2:35 Efficient Marginalization-
based MCMC Approaches for
Hierarchical Bayesian Inverse
Problems
Arvind Saibaba, North Carolina State
University, U.S.; Johnathan M. Bardsley,
University of Montana, U.S.; Andrew
Brown, Clemson University, U.S.; Alen
Alexanderian, North Carolina State
University, U.S.

2:40-3:00 Title Not Available
James G. Nagy, Emory University, U.S.
3:05-3:25 Title Not Available
Georg Stadler, Courant Institute of

Mathematical Sciences, New York
University, U.S.

3:30-3:50 LAP— A Fast Solver for
Coupled Imaging Problems
James L. Herring, University of Houston, U.S.

Monday, February 25
MS55

Moment Methods in Kinetic
Theory - Part 1l of I

2:15 p.m.-3:55 p.m.
Room: 202B

For Part 1 see MS20

Kinetic theory enables modeling of
numerous physical processes such as
radiative transfer or rarefied gas flows
in the transition or kinetic regime for
moderate to large Knudsen numbers.
Here the Knudsen number relates the
mean free path of gas particles to the
reference length of the system. Instead
of tracking individual particles, a
velocity distribution function is used to
model the dynamics of the ensemble.
Solutions of the underlying Boltzmann
equation or variants thereof are often
computed using moment methods.

To that extend, a set of moments of

the distribution function, including

e.g. physical quantities like density,
momentum, energy, heat flux, stress
tensor and other higher moments, is
chosen to describe the flow properties.
The resulting moment equations then
describe the evolution of these moments.
In this minisymposium we want to
show recent advances and applications
of moment methods that highlight the
applicability and accuracy of moment
methods in comparison to standard fluid
dynamics approaches and particle-based
models. This includes the ongoing
search for efficient yet accurate closures
for moment equations as well as
numerical methods ensuring asymptotic
stability. On the other hand, recent
developments of hyperbolic moment
models shall be discussed together with
first results for adaptive moment models
and predictive hierarchical simulations.
At the end, we want to exemplify
various applications of moment
methods, e.g. for polydisperse sprays.

continued on next page
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Organizer: Julian Koellermeier
Freie Universitdt Berlin, Germany

Organizer: Yuwei Fan
Stanford University, U.S.

2:15-2:35 Moment Methods for

Polydisperse Sprays with Evaporation

James McDonald and Mathieu Giroux,
University of Ottawa, Canada; Lucian
Ivan, Canadian Nuclear Laboratories,
Canada

2:40-3:00 Nonlinear Moment Model
for Radiative Transfer Equation
Ruo Li, Peking University, China

3:05-3:25 Unified Gas Kinetic Particle

Method for Multiscale Photon

Transport

Weiming Li, Beijing Computational
Science Research Center and Hong Kong
University of Science & Technology,
China; Chang Liu, Hong Kong University
of Science and Technology, Hong Kong;
Yajun Zhu, Northwestern Polytechnical
University, China; Jiwei Zhang, ; Kun Xu,
Hong Kong University of Science and
Technology, Hong Kong

3:30-3:50 Asymptotic-preserving

Lax-Wendroff Discontinuous Galerkin

Schemes for Quasi-exponential

Moment-closure Approximations of

Kinetic Models

James A. Rossmanith, lowa State University,
U.S.

Monday, February 25

MS56

Recent Advances in High
Order Lagrangian/ALE
Methods - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 202C

For Part 1 see MS21

The numerical approximation of the
Euler equations of gas dynamics in a
moving frame is a common approach
for solving many multiphysics problems
involving e.g. large deformations, strong
shocks and interactions of multiple
materials. In Lagrangian methods, the
mesh is moving with the fluid velocity,
therefore they are well-suited for
accurate resolution of material interfaces.
On the other hand, multidimensional
Lagrangian meshes tend to tangle so
that the mesh elements become invalid,
and in general cannot represent large
deformation. This difficulty can be
resolved in ALE (Arbitrary-Eulerian-
Lagrangian) methods, which assume
that the mesh moves independently on
the flow and therefore offer additional
flexibility and accuracy. ALE techniques
can also be directly implemented in
numerical schemes, for example to

take into account moving objects, in
fluid structure interaction, etc. In both
cases, the question of the mesh quality
is a central question. The aim of this
minisymposium is to bring together

the researchers working in the fields of
Lagrangian hydrodynamics and ALE
methods to discuss the state-of-the-art of
single- and multi-material hydrodynamic
simulations. We are particularly
interested in recent advances in high
order methods, such as high order finite
volume (WENO, ADER), discontinuous
Galerkin, high order finite elements,
residual distribution methods, as applied
to Lagrangian or ALE description of the
flow.

continued in next column

Organizer: Svetlana Tokareva
Los Alamos National Laboratory, U.S.

Organizer: Remi Abgralll

Universitdit Ziirich, Switzerland

2:15-2:35 Using Virtual Element Method

for Data Remap on Polytopal Meshes

Konstantin Lipnikov and Nathaniel Morgan,
Los Alamos National Laboratory, U.S.

2:40-3:00 Invariant Domains Preserving

ALE Approximation of Hyperbolic

Systems with Continuous Finite

Elements

Jean-Luc Guermond and Bojan Popov, Texas
A&M University, U.S.; Laura Saavedra,
Polytechnic University of Madrid, Spain

3:05-3:25 A New High Order Cell-
centered ALE Method with Uniform
Accuracy in Both Space and Time
Yibing Chen, Institute of Applied Physics and
Computational Mathematics Beijing, China

3:30-3:50 Exploration of a High-order

Lagrangian Discontinuous Galerkin

Method on Quadratic Triangular

Meshes

Xiaodong Liu, Nathaniel Morgan, and Donald
E. Burton, Los Alamos National Laboratory,
U.S.
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MSS57

Use of C++ in Computational
Science Libraries and
Applications - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 203

For Part 1 see MS22

The number of C++ libraries and
applications in computational science
have grown over the past years. We will
be presenting some of them and the
advancements in the C++ standard that
have contributed to this growth. The talks
in this minisymposium will focus on the
relevant aspects of the C++ standard and
accompanying libraries. Additionally,
practical aspects and implementation
methods will be shown to deal with a
wide range of computational science
codes on many modern platforms in
high performance manner. This will
include HPC aspects of modern C++
and its impact of expresivity of the code.
The talks will also include interfacing

to modern Fortran code and how the
integration between C++ and Fortran
may be made easier or even completely
automated.

Organizer: Piotr Luszczek
University of Tennessee, U.S.

Organizer: Mark Hoemmen

Sandia National Laboratories, U.S.

Organizer: Heike Jagode
University of Tennessee, U.S.

Organizer: Damien Genet
University of Tennessee, Knoxville, U.S.
2:15-2:35 Data Flow Graph
Programming for High-performance
Scientific Computing in C++

Edward F. Valeev, Virginia Tech, U.S.

2:40-3:00 The Simulation Development
Environment (SDE): A C++ Framework
for Reusable Computational Chemistry
Ryan M. Richard, lowa State University, U.S.

3:05-3:25 Automated Fortran-C++

Bindings for Scientific Applications

Seth Johnson, Oak Ridge National Laboratory,
U.S.

Monday, February 25

MSS58

Finite Element Methods on
Unfitted Meshes - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 205

For Part 1 see MS23

Finite element method (FEM) solving
partial differential equations has been
largely focusing on the equations and
overlooking the coupling of the domain
or interface with complex or evolving
geometry. For problems with difficult
geometries, classical FEMs that employ
fitted meshes often require highly non-
trivial and costly steps to generate
qualified meshes, especially in the
three dimensions. It is then extremely
advantageous to employ meshes that do

not necessarily fit the physical geometry.

This minisymposium focuses on most
recent techniques to design stable and
robust FEMs that employ the unfitted
meshes.

Organizer: Cuiyu He

University College London, United Kingdom

2:15-2:35 An Unfitted Interface

Penalty Finite Element Method for

Elliptic Interface Problems

Peiqi Huang, Nanjing Forestry University,
China

2:40-3:00 A Conforming Enriched

Finite Element Method for Interface

Problems

Jinru Chen, Nanjing Normal University,
China

3:05-3:25 Unconditionally Stable
Cuifem for Dynamic Interfaces in a
Fluid Structure Interaction Problem
Sarkis Marcus, Worcester Polytechnic
Institute, U.S.
3:30-3:50 Numerical Study of Lateral
Phase Separation in Two-component
Bio-membranes with TraceFEM

Vladimir Yushutin, University of Houston,
U.S.

Monday, February 25
MS59

Applications of the AMReX
Block Structured Adaptive
Mesh Refinement Framework
- Part Il of i

2:15 p.m.-3:55 p.m.
Room: 206A

For Part 1 see MS24

Multiphysics PDE simulation at scale
can be a challenging task given rapidly
evolving supercomputing architectures.
As part of the DOE Exascale Computing
Project (ECP), researchers at LBNL,
NRL, and ANL have publicly released
the AMReX software framework for
massively parallel block-structured
adaptive mesh refinement (AMR)
applications. The core libraries include
linear solvers, particle support, embedded
boundary geometry representation,
profiling tools, and hybrid parallelism.
AMReX is the basis for many mature
scientific applications, including several
supported by ECP and SciDAC (e.g.,
combustion, carbon capture/storage,
accelerator physics, and astrophysics,
to name a few). In this minisymposium,
8 computational scientists from a wide
range of fields will showcase their
latest code innovations and scientific
achievements using the AMReX
software framework. Additionally,

each will discuss many aspects of

their problem, as listed below. Who
should attend this minisymposium?
-Researchers interested in multiphysics
PDE simulation techniques at scale.
This includes all aspects of the problem
from model equation development,
numerical discretizations, implementation
in HPC frameworks, utilization of
supercomputing resources, and analysis
of data. -Researchers in fields represented
by the speakers, including combustion,
materials science, multiphase flow,
astrophysics, stochastic PDEs modeling
fluctuating hydrodynamics, and
accelerator physics.

continued on next page
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Organizer: Andy J. Nonaka

Lawrence Berkeley National Laboratory, U.S.

2:15-2:35 Castro: A Compressible

Astrophysical Hydrodynamics Code

Maria G. Barrios Sazo, Stony Brook
University, U.S.; Ann S. Almgren, Lawrence
Berkeley National Laboratory, U.S.; Max
Katz, Nvidia Corporation, U.S.; Donald
E. Willcox and Weiqun Zhang, Lawrence
Berkeley National Laboratory, U.S.;
Michael Zingale, Stony Brook University,
U.S.

2:40-3:00 Solving Low Mach Number

Stellar Hydrodynamics using

MAESTROeX

Duoming Fan, Lawrence Berkeley National
Laboratory, U.S.

3:05-3:25 WarpX: Exascale Modeling of

Advanced Particle Accelerators with

AMReX

Maxence Thevenet, Rémi Lehe, Andrew
Myers, and Weiqun Zhang, Lawrence
Berkeley National Laboratory, U.S.;
Mark Hogan, SLAC National Accelerator
Laboratory, U.S.; Cho-Kuen Ng, Stanford
Linear Accelerator Center, U.S.; Olga
Shapoval and Jachong Park, Lawrence
Berkeley National Laboratory, U.S.; David
Grote, Lawrence Livermore National
Laboratory, U.S.; John B. Bell, Lawrence
Berkeley National Laboratory, U.S.; Lixin
Ge, Stanford Linear Accelerator Center,
U.S.; Ann S. Almgren and Jean-Luc Vay,
Lawrence Berkeley National Laboratory,
u.S.

3:30-3:50 Fluctuating Hydrodynamics

Simulations of Reactive Electrolyte

Solutions

Changho Kim, University of California,
Merced, U.S.; Andrew Nonaka and John
B. Bell, Lawrence Berkeley National
Laboratory, U.S.; Alejandro Garcia, San
Jose State University, U.S.; Aleksandar
Donev, Courant Institute of Mathematical
Sciences, New York University, U.S.

Monday, February 25

MS60

Discovering and Exploiting
Low-dimensional Structures
in Computational Models -
Part Il of I

2:15 p.m.-3:55 p.m.
Room: 206B

For Part 1 see MS25

High-dimensional spaces of input
parameters and observable output

data are commonly encountered in

the modeling of practical problems.
Unfortunately, many of the most reliable
and well understood methods we rely
upon to numerically solve models,
perform optimization, and quantify
uncertainties suffer from some form of
the "curse of dimensionality." Recently,
there is great interest in developing
methods that identify and exploit
lower-dimensional structures in high-
dimensional spaces. This session focuses
on recent advances in methodologies
and approaches for discovering and
exploiting low-dimensional structures in
the input and output spaces of models.

Organizer: Steven A. Mattis
Technische Universitit Miinchen, Germany

Organizer: Troy Butler

University of Colorado, Denver, U.S.

2:15-2:35 Exploiting Low-dimensional

Structure to Efficiently Perform

Stochastic Inference for Prediction

Timothy Wildey, Sandia National
Laboratories, U.S.; Troy Butler, University
of Colorado, Denver, U.S.; John D.
Jakeman, Sandia National Laboratories,
uU.S.

2:40-3:00 Lifting Nonlinear Systems:

More Structure, More Opportunities

for ROM?

Boris Kramer, Massachusetts Institute of
Technology, U.S.; Karen E. Willcox,
University of Texas at Austin, U.S.

3:05-3:25 Scalable Online Nonlinear

Goal-oriented Inference with Physics-

Informed Maps

Harriet Li, Massachusetts Institute of
Technology, U.S.; Karen E. Willcox,
University of Texas at Austin, U.S.

3:30-3:50 Exploiting Low-dimensional
Structure for Multifidelity Simulations
Akil Narayan, University of Utah, U.S.

Monday, February 25

MS61

Parallel-in-Time Integration
Techniques - Part Il of I

2:15 p.m.-3:55 p.m.
Room: 206C

For Part 1 see MS26

For the efficient use of massively parallel
supercomputers for applications in
science and engineering new parallel
algorithms are required. The idea of
parallelizing in the time dimension

and, thus, adding an additional layer of
parallelism to a numerical algorithm

has become an increasing popular

way to tackle evolutionary problems.
This minisymposium features talks

on both theoretical and computational
aspects of parallel-in-time integration.
Research topics ranging from algorithm
development and mathematical analysis to
software implementation and exploitation
of parallel-in-time integration techniques
in realistic applications are discussed.

Organizer: Stephanie Friedhoff
University of Wuppertal, Germany

Organizer: Debasmita

Samaddar
UK Atomic Energy Authority, United Kingdom

2:15-2:35 pySDC: A Parallel Framework

for Spectral Deferred Corrections

Robert Speck, Jilich Supercomputing Centre,
Germany

2:40-3:00 Parallel-in-Time Simulation of

the Schrédinger Equation

Hannah Rittich, Forschungszentrum Jiilich,
Germany

3:05-3:25 Adaptive Parareal:

Intfroducing Time-grid Adaptivity to

Improve the Stability of the Parareal

Algorithm

Federico Danieli, University of Oxford,
United Kingdom

3:30-3:50 Multigrid Based Strategies for

the Solution of Non-linear Space-time

Problems

Pietro Benedusi, Rolf Krause, and Patrick
Zulian, Universita della Svizzera italiana,
Switzerland
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MS62

Modeling, Analyzing and
Computing of Fractional
Partial Differential Equations
- Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 206D

For Part 1 see MS27

The minisymposium covers modeling
analyzing, and computing of fractional
partial differential equations (PDEs) in
physics, mechanics, engineering, and
biology etc. The interdisciplinary talks
stimulate research at the crossroads of
computational science and engineering,
and applied mathematics. The
minisymposium reports novel numerical
techniques for fractional PDEs and
their high-performance computer
implementations. Works that investigate
the analytical properties of the solutions
of systems consisting of PDEs with
derivatives of fractional orders are also
of interest to the symposium. Physical
modeling of real-life phenomena
employing fractional derivatives is also
a topic covered by this symposium.
Moreover, the interplay between
modeling, analysis and simulation of
fractional systems is a topic of high
interest to this event.

Organizer: Abdul M. Khaliq
Middle Tennessee State University, U.S.

Organizer: Khaled Furati

King Fahd University of Petroleum and

Minerals, Saudi Arabia

2:15-2:35 Modeling and Finite

Difference Computing of Fractional

Convection Equation

Changpin Li, Shanghai University, China

2:40-3:00 Anomalous Diffusion,

Dilation, and Erosion in Image

Processing

Andreas Kleefeld, Jiilich Supercomputing
Centre, Germany

continued in next column

3:05-3:25 Numerical Methods for

Multidimensional Fractional Reaction-

diffusion Systems in Developmental

Biology

Ashlin Harris and Abdul M. Khaliq, Middle
Tennessee State University, U.S.

3:30-3:50 Inverse Source Problems for

Fractional Differential Equations with

Nonlocal Boundary Conditions

Salman A. Malik, COMSAT University
Islamabad, Pakistan

Monday, February 25

MS63

FASTMath Tools and
Technologies - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 207

For Part 1 see MS28

The FASTMath (Frameworks,
Algorithms and Scalable Technologies
for Mathematics) Institute is a R&D
project funded by the SciDAC Program
at the U.S. Department of Energy
(DOE). The goal of FASTMath

is to develop and deploy scalable
mathematical algorithms and software
tools for reliable simulation of complex
physical phenomena and collaborating
with DOE domain scientists to ensure
the usefulness and applicability of

the work in the project. The focus

of FASTMath is strongly driven by

the requirements of DOE application
scientists who require fast, accurate,
and robust forward simulation along
with the ability to efficiently perform
ensembles of simulations in optimization
or uncertainty quantification studies.
This minisymposium will present work
from the eight core areas of FASTMath:
structured meshes, unstructured
meshes, time integrators, linear solvers,
eigensolvers, numerical optimization,
data analytics, and uncertain
quantification.

Organizer: Esmond G. Ng
Lawrence Berkeley National Laboratory,
U.S.

2:15-2:35 Nonlinear Optimization

using the Toolkit for Advanced

Optimization

Adam Denchfield, University of Illinois
at Chicago, U.S.; Alp Dener and Todd
Munson, Argonne National Laboratory,
U.S.

continued on next page
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2:40-3:00 Uncertainty Quantification

in Computations of Large Scale

Physical Systems

Habib N. Najm, Sandia National
Laboratories, U.S.

3:05-3:25 UuQTk, a FASTMath C++/

Python Toolkit for Uncertainty

Quantification: Overview and

Applications

Bert Debussschere, Khachik Sargsyan,
and Cosmin Safta, Sandia National
Laboratories, U.S.

3:30-3:50 Sparse Representations of
Data for HPC

Rick Archibald, Oak Ridge National
Laboratory, U.S.

Monday, February 25

MSé64

Computational Methods for
Kinetic Models of Plasma -
Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 401A

For Part 1 see MS29

Statistical mechanics provides a
mathematical modeling framework

in which a collection of "particles"”
(e.g., electrons, nucleons, atoms,

or molecules) is represented by a
probability density function (PDF).
This representation allows one to
model the influence of microscopic
dynamics on larger scales, without
explicitly computing the detailed
dynamics on the microscopic scale.
Models in this framework are referred
to as "kinetic models", and arise in
many application areas, including

in rarefied gas dynamics, nuclear
reactor modeling, and plasma physics.
Transport phenomena refers to

the evolution and redistribution of
macroscopic quantities such as mass,
momentum, energy, and heat flux.
This minisymposium addresses recent
advances in computational methods for
the simulation of statistical mechanical
models and the resulting transport
phenomena. Our goal is to showcase
a diverse array of application areas,
models, and numerical techniques.

Organizer: James A.

Rossmanith
lowa State University, U.S.

2:15-2:35 Implicit, Conservative

Multiscale Algorithms for Hybrid

Kinetic (Particle) lon/Fluid Electron

Models

Luis Chacon, Adam Stanier, and Guangye
Chen, Los Alamos National Laboratory,
u.s.

2:40-3:00 Computational Methods

for Multiscale Levy-Fokker-Planck

Equation

Li Wang, State University of New York,
Buffalo, U.S.

continued in next column

3:05-3:25 A Hybrid Discontinuous

Galerkin Method for 2D-2V Vlasov-

Poisson Problems with Geometry

David C. Seal, United States Naval Academy,
U.S.

3:30-3:50 Simulation of

Interpenetrating Plasmas in 2D using

the Grid Based Continuum Code LOKI

Jeffrey W. Banks, Rensselaer Polytechnic
Institute, U.S.; Richard Berger, Lawrence
Livermore National Laboratory, U.S.;
Stephan Brunner, Ecole Polytechnique
Fédérale de Lausanne, Switzerland;
Thomas Chapman, Andris Dimits, and
Debojyoti Ghosh, Lawrence Livermore
National Laboratory, U.S.
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MS65

Graph and Combinatorial
Algorithms for Enabling
Exascale Applications - Part
Il of i

2:15 p.m.-3:55 p.m.
Room: 401B

For Part 1 see MS30

Combinatorial algorithms in general

and graph algorithms in particular play

a critical enabling role in numerous
scientific applications. The low
computation to communication ratios
and irregular memory accesses of these
algorithms makes them some of the
hardest algorithmic kernels to implement
on parallel systems. The talks in this
minisymposium will consider: (i) exascale
applications that drive the selection of
combinatorial kernels and integration

of software tools; (ii) combinatorial
(graph) kernels such as graph traversals,
graph matching, graph coloring, graph
clustering, and graph partitioning, that
play a crucial enabling role in the chosen
application areas; and (iii) software
frameworks for efficient implementation
of the algorithms on hierarchical
distributed-memory architectures that
are representative of potential exascale
platforms.

Organizer: Alex Pothen
Purdue University, U.S.

Organizer. Mahantesh

Halappanavar

Pacific Northwest National Laboratory, U.S.
2:15-2:35 Partitioning Strategies for
Exascale Computing

Erik G. Boman, Karen D. Devine, Siva
Rajamanickam, and Michael W. Wollf,
Sandia National Laboratories, U.S.

2:40-3:00 Graph Algorithms in Scalable
Implementations of Computational
Chemistry Methods

Sriram Krishnamoorthy, Pacific Northwest
National Laboratory, U.S.

continued in next column

3:05-3:25 Accelerating Biological

Network Clustering with Sparse Matrix

Kernels on Large-scale System

Oguz Selvitopi, Lawrence Berkeley National
Laboratory, U.S.; Ariful Azad, Indiana
University, U.S.; Aydin Buluc, Lawrence
Berkeley National Laboratory, U.S.

3:30-3:50 Parallelism in Deep Learning

through Linear Algebra

Yu-Hong Yeung and Alex Pothen, Purdue
University, U.S.; Maxim Naumov,
NVIDIA, U.S.; Mahantesh Halappanavar,
Pacific Northwest National Laboratory,
U.S.

Monday, February 25

MS66

Numerical Methods for Earth
System Modeling - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 401C

For Part 1 see MS31

Earth system models are complex
multiscale, multiphysics systems that
require advanced discretization schemes,
temporal integration methods, and
algebraic solvers to obtain accurate

and stable solutions on today’s high-
performance computing systems.

This minisymposium brings together
researchers to present state of the art
methods in these areas applied to Earth
system modeling. It also focuses on
real-world challenges and opportunities
encountered while implementing these
schemes on current and upcoming
computing systems.

Organizer: Christopher J. Vogl
Lawrence Livermore National Laboratory,
U.S.

Organizer: David J. Gardner

Lawrence Livermore National Laboratory,

U.S.

2:15-2:35 Diagnosing Physically-

simulated Mixing in MPAS-O and E3SM

via Online Lagrangian Particle Tracking

with LIGHT

Phillip J. Wolfram, Todd Ringler, Luke Van
Roekel, Mark R. Petersen, and Mathew
Maltrud, Los Alamos National Laboratory,
U.S.; Riley Brady, University of Colorado
Boulder, U.S.; Jon Wolfe, Adrian Turner,
Philip Jones, and Xylar Asay-Davis, Los
Alamos National Laboratory, U.S.

2:40-3:00 Modeling Antarctic Ice

Sheet Dynamics using Adaptive Mesh

Refinement

Daniel Martin, Lawrence Berkeley National
Laboratory, U.S.

3:05-3:25 Development of Terrestrial

Dynamical Core for Earth System

Models

Nathan Collier, Oak Ridge National
Laboratory, U.S.
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MS67

Recent Advances in Error
Estimation for Complex
Problems - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 402A

For Part 1 see MS32

The accurate simulation of complex
systems which incorporate multiple
physical processes interacting across

a range of spatial and temporal scales
demands sophisticated multi-discretization
numerical methods. These include
operator decomposition and domain
decomposition, as well as specialized
time discretizations such as explicit,
semi-implicit, operating splitting and
parallel-in-time methods. Each of these
discretization choices introduces a new
source of error and the various sources
of discretization error interact in non-
trivial ways. Accurate error estimation
is essential for building confidence

in numerical solutions and is a key
component of uncertainty quantification
for multiphysics simulations. This
minisymposium will feature recent
advances in a posteriori error estimation
for simulation and uncertainty
quantification and the discretization
choices necessary to meet constraints on
accuracy.

Organizer. Jehanzeb H.

Chaudhry
University of New Mexico, U.S.

Organizer: Simon Tavener

Colorado State University, U.S.

2:15-2:35 On a Goal-oriented

Formulation for the PGD Method

Serge Prudhomme, Kenan Kergrene, and Marc
Laforest, Ecole Polytechnique de Montréal,
Canada; Ludovic Chamoin, ENS Cachan,
France

2:40-3:00 Estimating and Controlling

“Communication” Errors in Multiphysics

Problems

Simon Tavener and Don Estep, Colorado State
University, U.S.

continued in next column

3:05-3:25 An Analysis of the

Approximations and Errors in a

Boundary Integral Solution of the

Poisson-Boltzmann Equation

Christopher D. Cooper, Universidad Técnica
Federico Santa Maria, Chile

3:30-3:50 Error Estimation for

Computation of lonic Current in

Biomolecular Channels

Cairn Overturf and Jehanzeb H. Chaudhry,
University of New Mexico, U.S.

Monday, February 25

MS68

Recent Progresses in Data
Analysis - Part Il of I

2:15 p.m.-3:55 p.m.
Room: 402B

For Part 1 see MS33

Data analysis plays a critical role in
various applications and its techniques

are being actively developed today. The
proposed minisymposium will bring
together researchers in data science,
particularly in the areas of topological
data analysis and optimization. In this
minisymposium we will try to present
both the theoretical and practical
developments recently made in those areas
and provide an opportunity for researchers
to have conversation on bridging those
areas.

Organizer: Jae-Hun Jung
State University of New York at Buffalo, U.S.

Organizer: Guohui Song
Clarkson University, U.S.

2:15-2:35 A Distributed £1 Minimization
Algorithm
Guohui Song, Clarkson University, U.S.

2:40-3:00 Stability and Generalization

for SGD in Pairwise Learning

Yiming Ying, State University of New York,
Albany, U.S.

3:05-3:25 Complexity Bounds of
First-order Methods for Large-scale
Optimization

Yuyuan Ouyang, Clemson University, U.S.

3:30-3:50 Overcomplete Sparse Tensor

Decomposition

Ashley Prater-Bennette, Air Force Research
Laboratory, U.S.; Kenneth Carr,
Northeastern University, U.S.



60

SIAM Conference on Computational Science and Engineering

Monday, February 25

MS69

Methods for Large-scale
Risk-averse Optimization -
Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 402C

For Part 1 see MS34

Many science and engineering
applications require, e.g., the control or
design of a physical system modeled

by partial differential equations

(PDEs) with uncertain inputs. For

such problems, determining optimal
solutions that are resilient to uncertainty
is critical. This session focuses on
stochastic optimization problems
motivated by a range of applications
including power networks, financial
markets, petroleum engineering and
structural design. In particular, we
target mathematical approaches for risk
aversion and probabilistic computations
with an emphasis on efficient numerical
methods.

Organizer: Drew P. Kouri
Sandia National Laboratories, U.S.

Organizer: Harbir Antil

George Mason University, U.S.

2:15-2:35 Risk-Averse Control of

Nonlocal Pdes

Harbir Antil, George Mason University,
U.S.; Drew P. Kouri, Sandia National
Laboratories, U.S.; Johannes Pfefferer,
Technische Universitit Miinchen,
Germany

2:40-3:00 Low-Rank Solvers

for Optimal Control Problems

Constrained by PDEs with Uncertain

Inputs

Akwum Onwunta, University of Maryland,
Baltimore County, U.S.

continued in next column

3:05-3:25 Adaptive Local Reduced

Basis Approach for Stochastic

Optimization with Nonlinear PDEs

Wilkins Aquino and Zilong Zou, Duke
University, U.S.; Drew P. Kouri, Sandia
National Laboratories, U.S.

3:30-3:50 Measuring Uncertainty and

Performance of Machine Learning

Algorithms with Buffered Probability

of Exceedance

Matthew Norton, Naval Postgraduate
School, U.S.

Monday, February 25

CP3

Modeling and Uncertainty
Quantification Il

2:15 p.m.-3:55 p.m.
Room: 201A

Chair: Veronika S. Vasylkivska, AECOM
Corporation, U.S.

2:15-2:30 An Adaptive Sampling

Approach for Surrogate Modeling of

Expensive Computer Experiments

Ashwin Renganathan, Georgia Institute of
Technology, U.S.

2:35-2:50 Characterising Failure in

Hypersonic Vehicles using Unified

Bayesian Networks

Sean R. Breckling and Daniele E. Schiavazzi,
University of Notre Dame, U.S.

2:55-3:10 Long-term Risk Analysis of a

Geologic CO2 Storage Project During

the Post-injection Period

Veronika S. Vasylkivska, AECOM
Corporation, U.S.; Gregory Lackey, Oak
Ridge Institute for Science and Education,
U.S.; Seth King, AECOM Corporation,
U.S.; Andrew Wentworth, Oak Ridge
Institute for Science and Education,
U.S.; Nicolas Huerta, National Energy
Technology Laboratory, U.S.; Christopher
Creason and Jennifer DiGiulio, AECOM
Corporation, U.S.; Ya-Mei Yang, Oak
Ridge Institute for Science and Education,
U.S.; Robert Dilmore, National Energy
Technology Laboratory, U.S.

3:15-3:30 Coupling Scalable Sampling

Methods for Uncertainty Quantification

and Propagation

James Warner, Patrick Leser, William Leser,
and Geoffrey Bomarito, NASA Langley
Research Center, U.S.

3:35-3:50 Combining Physical Models

and Gaussian Processes to Control

Risk-sensitive Systems with Limited

Data

Ehecatl A. Del Rio Chanona, Imperial College
London, United Kingdom
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Monday, February 25

CP4

Fluid-Structure Interactions
2:15 p.m.-3:55 p.m.
Room: 301

Chair: Yuexia Lin, Harvard University, U.S.

2:15-2:30 Fluid-Structure Interaction

Analysis of Transcatheter Aortic Valve

Replacement in a Patient with Bicuspid

Aortic Valve

Andres Caballero, Georgia Institute of
Technology, U.S.

2:35-2:50 Immersed Interface Method

for Modeling Fluid-structure Interaction

of Flexible Faceted Surfaces

Ebrahim (amin) M. Kolahdouz, University
of North Carolina at Chapel Hill, U.S.;
Amneet P.S. Bhalla, San Diego State
University, U.S.; Kenneth I. Aycock and
Brent A. Craven, U. S. Food and Drug
Administration, U.S; Boyce E. Griffith,
University of North Carolina, Chapel Hill,
U.S.

2:55-3:10 Reference Map Technique:

A Fully Eulerian Method for Fluid-

structure Interactions

Yuexia Lin and Nicholas Derr, Harvard
University, U.S.; Ken Kamrin,
Massachusetts Institute of Technology,
U.S.; Chris H. Rycroft, Harvard University,
U.S.

3:15-3:30 Volumetric Stabilization of

the Immersed Boundary Method

Ben Vadala-Roth, Simone Rossi, and Boyce
E. Griffith, University of North Carolina at
Chapel Hill, U.S.

3:35-3:50 An Inverse Problem
Formulation of the Immersed Boundary
Method

Jianfeng Yan and Jason E. Hicken, Rensselaer
Polytechnic Institute, U.S.

Intermission
3:55 p.m.-4:10 p.m.

Monday, February 25

MS70

Machine Learning in
Computational Science

4:10 p.m.-5:50 p.m.
Room: Ballroom 100BC

Machine learning have contributed
significantly to recent advances in
image and signal processing, pattern
recognition, recommendation systemes,
natural language processing and
machine translation. A large number

of these machine learning concepts
could be adopted to solve a wide range
of problems in computational science.
This minisymposium covers recent
developments in machine learning
algorithms for inverse problems,
uncertainty quantification (UQ),
uncertainty propagation, multi-fidelity
models, reduced order models, surrogate
models, model selection and calibration,
among others. Target applications
include (but not restricted to) numerical
weather prediction, subsurface flow, flow
in porous media.

Organizer: Vishwas Rao
Argonne National Laboratory, U.S.

Organizer. Ahmed Aftia

Argonne National Laboratory, U.S.

Organizer: Adrian Sandu
Virginia Tech, U.S.

4:10-4:30 A Learning-based
Approach for Data Assimilation
Azam Moosavi, Tesla, U.S.; Ahmed Attia,

Argonne National Laboratory, U.S.;
Adrian Sandu, Virginia Tech, U.S.

4:35-4:55 Bayesian Model Selection,

Calibration and Uncertainty

Quantification for Thermodynamic

Properties

Noah Paulson, Elise Jennings, and Marius
Stan, Argonne National Laboratory, U.S.

continued in next column

5:00-5:20 Inferring Black Box Functions

under a Limited Computational Budget

Piyush Pandita and Ilias Bilionis, Purdue
University, U.S.; Jesper Kristensen, Cornell
University, U.S.; Jitesh Panchal, Purdue
University, U.S.

5:25-5:45 Statistical Learning

Approaches for Automatic

Parameter Tuning to Increase Parallel

Performance in Large CFD Simulations

Zachary Cooper, Virginia Tech, U.S.; Azam
Moosavi, Tesla, U.S.; Adrian Sandu and
Danesh Tafti, Virginia Tech, U.S.; Vishwas
Rao, Argonne National Laboratory, U.S.
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MS71

Scientific Machine Learning
4:10 p.m.-5:50 p.m.

Room: Conference Theater

This minisymposium will provide
research highlights related to the
Department of Energy (DOE) Advanced
Scientific Computing Research (ASCR)
“Scientific Machine Learning Basic
Research Needs” workshop held in
Jan-Feb 2018. The ASCR workshop
considered the status, recent trends,

and broad use of machine learning in
scientific computing. Although use

of such scientific machine learning
(SciML) methods is increasing rapidly,
there are several opportunities, barriers,
and potential for high scientific impact
through fundamental advances in

the mathematical, statistical, and
computational research foundations

for SciML. Participants in the ASCR
workshop identified three foundational
priority research directions focused on
domain-aware, interpretable, and robust
SciML as well as three capabilities-
focused priority research directions
centered on data-intensive, inner-loop, and
outer-loop SciML. This minisymposium
will give a brief overview of the
workshop outcomes and present recent
research related to these priority research
directions.

Organizer: Nathan Baker
Pacific Northwest National Laboratory, U.S.

4:10-4:30 Projection-based Model
Reduction: Formulations for Physics-
based Machine Learning
Renee Swischuk and Laura Mainini,
Massachusetts Institute of Technology,
U.S.; Benjamin Peherstorfer, Courant
Institute of Mathematical Sciences, New
York University, U.S.; Karen E. Willcox,
University of Texas at Austin, U.S.
4:35-4:55 Learning Parameters and
Constitutive Relationships with Physics
Informed Deep Neural Networks
Alexander Tartakovsky, Pacific Northwest
National Laboratory, U.S.

continued in next column

5:00-5:20 No Equations, No Variables,

No Parameters, No Space, No Time:

Data and the Modeling of Complex

Systems

Yannis Kevrekidis, Johns Hopkins University,
U.S.

5:25-5:45 Machine-learning Error

Models for Approximate Solutions to

Parameterized Systems of Nonlinear

Equations

Brian A. Freno and Kevin T. Carlberg,
Sandia National Laboratories, U.S.

Monday, February 25

MS72

Recent Progress in
Coordinate-wise Descent
Methods

4:10 p.m.-5:50 p.m.
Room: 102A

Coordinate-wise descent methods
(CDMs) are a class of optimization
methods which minimize the objective
function along coordinate directions.
The history of CDM dates to the early
development of optimization. Recently
the raise of super high dimensional
problems in data sciences and quantum
physics revitalizes CDM, which takes
advantages of CDM’s fast convergence
property and asynchronous parallel
scalability. Currently CDMs are still
under fast development. New coordinate-
pick strategies are proposed, and
momentum acceleration is also combined
with CDMs to further accelerate the
convergence. CDMs are also tailored
for different applications. For example,
leading eigenvalue problem which is
important in data science and quantum
physics are tackled by CDMs recently.
Doubly greedy primal dual coordinate
descent algorithm is developed to solve
sparse empirical risk minimization.
Some asynchronous parallel block
coordinate methods are used to solve
convex optimization problems with non-
separable linear constraint. CDMs are
also used in image processing, signal
processing and many more fields.

Organizer: Zhe Wang
Duke University, U.S.

Organizer: Yingzhou Li

Duke University, U.S.

4:10-4:30 Coordinate-Wise Descent

Methods for Leading Eigenvalue

Problems

Yingzhou Li, Jianfeng Lu, and Zhe Wang,
Duke University, U.S.

continued on next page
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4:35-4:55 Efficient Coordinate-wise

Leading Eigenvector Computation

Jialei Wang, University of Chicago, U.S.;
Weiran Wang, Amazon, U.S.; Dan
Garber, Technion Israel Institute of
Technology, Israel; Nathan Srebro, Toyota
Technological Institute, U.S.

5:00-5:20 Primal-dual Block

Coordinate Update Methods for

Multi-block Structured Affinely

Constrained Problems

Yangyang Xu, Rensselaer Polytechnic
Institute, U.S.

5:25-5:45 Recent Advances in Primail-
dual Coordinate Methods for ERM
Qi Lei, University of Texas at Austin,
U.S.; Ian En-Hsu Yen, Carnegie Mellon
University, U.S.; Chao-yuan Wu and
Inderjit S. Dhillon, University of Texas
at Austin, U.S.; Pradeep Ravikumar,
Carnegie Mellon University, U.S.

Monday, February 25

MS73

Student Days: Student
Chapter Presentations - Part
Il of ll

4:10 p.m.-5:50 p.m.
Room: 102B

For Part 1 see MS4
Presentations given by students from
SIAM Student Chapters.

See online program for an update on
this session.

Monday, February 25

MS74

Transmission Eigenvalue
Spectrum for Electromagnetic
and Elastic Scatterers

4:10 p.m.-5:50 p.m.
Room: 102C

Electromagnetic and elastic interior
transmission eigenvalues naturally

appear in the theory of reconstructing
electromagnetic and elastic scatterers
from the knowledge of far-field data.
Additionally, the spectrum itself might be
useful to obtain qualitative information

of the scatterer which is a desired task in
non-destructive testing. But the numerical
calculation of such interior transmission
eigenvalues is very challenging due to the
fact that the corresponding transmission
problem is neither self-adjoint nor elliptic.
The goal of this minisymposium is to
highlight new developments and novel
algorithm. It aims to bring together
mathematicians and scientists working on
these methods to exchange ideas and share
new results.

Organizer: Andreas Kleefeld
Jiilich Supercomputing Centre, Germany

Organizer: Lukas Pieronek

Jiilich Supercomputing Centre, Germany

4:10-4:30 Method of Fundamental

Solution for Computing Elastic Interior

Transmission Eigenvalues

Lukas Pieronek, Jiilich Supercomputing
Centre, Germany

4:35-4:55 Transmission Eigenvalues for

Materials with a Conductive Boundary

Condition

Isaac Harris, Purdue University, U.S.

5:00-5:20 Determination of
Electromagnetic Bloch Modes in a
Medium with Frequency-dependent
Coefficients

Shixu Meng, University of Michigan, U.S.

5:25-5:45 Scattering by Obstacles with
Periodic Material Properties and the
Effect of Boundary Correctors

Shari Moskow, Drexel University, U.S.
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MS75

Unfitted Discretization
Methods - Part | of Il

4:10 p.m.-5:50 p.m.
Room: 102D

For Part 2 see MS107

The use of unfitted finite element (or
isogeometric) techniques is of main
interest for different reasons. On one
hand, it allows one to eliminate the need
to have body-fitted meshes, simplifying
the pre-processing step, and having a
closer interaction with the CAD data,
e.g., in shape or topology optimization
frameworks. On the other hand, extended
finite element-like techniques are
appealing to track interfaces in multi-
phase and multi-physics applications.
Howeyver, the use of unfitted finite element
techniques have some drawbacks, e.g., the
small cut cell problem and the resulting
ill-conditioning of the problem at hand,
the imposition of Dirichlet boundary
conditions, etc. In this minisymposium,
we are interested in works dealing with
unfitted finite element simulations in

a broad sense, including stabilization
techniques for well-posedness, high-order
frameworks, applications with advanced
discretization spaces, robust and parallel
preconditioning techniques, application to
PDEs in manifolds and moving domains,
surface extraction and cut cell integration
techniques, adaptivity, etc., but also

the use of these techniques in complex
applications, e.g., additive manufacturing
and bio applications, and software and
implementation aspects.

Organizer: Guglielmo Scovazzi
Duke University, U.S.

Organizer: Xianyi Zeng
University of Texas at El Paso, U.S.

Organizer: Sanfiago Badia
Universitat Politecnica de Catalunya, Spain
4:10-4:30 Coupling Multi-material

Flows and Structures using Embedded
Methods on ALE Grids

Xianyi Zeng, University of Texas at El Paso,
U.s.

continued in next column

4:35-4:55 Large Scale Unfitted

Finite Elements for Fluid and Solid

Mechanics Problems

Santiago Badia, Universitat Politecnica de
Catalunya, Spain; Alberto F Martin and
Francesc Verdugo, CIMNE, Spain

5:00-5:20 Unfitted FEM/DEM Methods

for Modeling Variably Saturated

Granular Media

Chris Kees, Yong Yang, and Manuel Quezada
De Luna, U.S. Army Engineer Research
and Development Center, U.S.

5:25-5:45 The Shifted Interface Method

for Multiphase Flows Computations

Mehdi Khalloufi, Kangan Li, and Guglielmo
Scovazzi, Duke University, U.S.

Monday, February 25

MS76

Multigrid Solvers for Partially
Structured Meshes and for
Advanced Architectures

4:10 p.m.-5:50 p.m.
Room: 111A

Multigrid methods are an important class
of iterative solvers and preconditioners
as they provide fast convergence rates
with O(n) complexity on specific classes
of problems such as elliptic problems
with uniform coefficients. While their
implementation on distributed memory
system has been shown to scale well
both weakly and strongly, the advent
of new mixed architectures requires

a redesign of some core kernels of
these methods. This minisymposium
aims at exploring methods leveraging
fully or partially structured grids: fully
structured grids, block-structured grids,
mixed structured/unstructured grids or
nested grids. Exploiting the regularity
and the predictable indexing of the data
leads to new more parallel and scalable
algorithms. This minisymposium also
focuses on the parallel shared memory
implementations of these algorithms
for mixed architectures as it is an
increasingly important aspect of high
performance computing on recent
architectures aiming at scalability at
exascale.

Organizer: Luc Berger-Vergiat
Sandia National Laboratories, U.S.

Organizer: Ray S. Tuminaro
Sandia National Laboratories, U.S.

4:10-4:30 An Algebraic Multigrid

Method Tailored to Semi-structured

Grids

Ray S. Tuminaro, Sandia National
Laboratories, U.S.; Matthias Mayr,
Universitidt der Bundeswehr Miinchen,
Germany; Luc Berger-Vergiat, Sandia
National Laboratories, U.S.; Peter Ohm,
Tufts University, U.S.

continued on next page
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4:35-4:55 Robust Structure-exploiting

Multilevel Solvers

J. David Moulton, Los Alamos National
Laboratory, U.S.; Andrew Reisner and
Luke Olson, University of Illinois at
Urbana-Champaign, U.S.

5:00-5:20 Black Box Multigrid for An

Exact Penalty Formulation of Resistive

MHD

Ari Rappaport, John Shadid, and Ray S.
Tuminaro, Sandia National Laboratories,
U.S.; Jehanzeb H. Chaudhry, University
of New Mexico, U.S.; Luc Berger-Vergiat,
Sandia National Laboratories, U.S.

5:25-5:45 HyTeG: A High Performance

Multigrid Framework on Hybrid

Meshes

Dominik Thoennes and Nils Kohl, University
of Erlangen-Nuernberg, Germany; Daniel
Drzisga, Technische Universitidt Miinchen,
Germany; Dominik Bartuschat, University
of Erlangen-Nuernberg, Germany;
Ulrich J. Ruede, University of Erlangen-
Nuremberg, Germany

Monday, February 25

MS77

Multirate Time Stepping
Methods

4:10 p.m.-5:50 p.m.
Room: 111B

Time-stepping methods are numerical
methods for the time evolution of ODEs,
DAEs, and evolutionary PDEs. Many
applications require specialized time-
stepping methods in order to enhance
efficiency and expose parallelism

at the time stepping level. Multirate
time stepping methods are integration
methods that can accommodate
different time steps for different
solution components or different
sub-domains so that the time step is
locally adapted to satisfy stability and
consistency requirements. The talks in
this minisymposium will describe recent
novel developments in multirate time-
stepping methods and demonstrate their
benefits in practical applications.

Organizer: Michael Guenther

Bergische Universitdt Wuppertal, Germany

4:10-4:30 Multirate Schemes for

Differential-Algebraic Equations

Michael Guenther, Bergische Universitét
Wuppertal, Germany

4:35-4:55 Multi-rate Time Integration

on Overset Meshes

Cory Mikida, University of Illinois at
Urbana-Champaign, U.S.; Andreas
Kloeckner, University of Illinois, U.S.;
Dan Bodony, University of Illinois at
Urbana-Champaign, U.S.

5:00-5:20 Multirate Parareal with

Application in Electrical Engineering

Iryna Kulchytska-Ruchka, Idoia Garcia, and
Sebastian Schoeps, Technische Universitit
Darmstadt, Germany

5:25-5:45 Coupling Multirate and
Parallel-in-time Approaches

Andreas Bartel, Bergische Universitit
Wuppertal, Germany

Monday, February 25

MS78

Optimization with Coupled
PDEs in Multiphysics
Applications

4:10 p.m.-5:50 p.m.
Room: 111C
Featured Minisymposium

In the context of optimization for
multiphysics problems, one has to deal
with coupled PDEs as state constraints.
Nowadays, several coupled PDE problems
can be solved by the use of existing
solvers provided by open source software.
Some of these software packages already
incorporate the coupling between several
disciplines, such as the multiphysics
suites SU2 or Kratos. However, the
minisymposium discusses how to

transfer coupled simulations to design
and optimization tools. In particular,

we discuss the setup of appropriate
optimization methodologies making use of
coupled adjoints.

Organizer: Nicolas R. Gauger

Technische Universitdt Kaiserslautern,

Germany

4:10-4:30 Topology Optimization of

Heat Exchanging Components and

Networks

Maarten Blommaert, Martine Baelmans, Geert
Buckinx, Wouter Dekeyser, Paul Lacko,
Bart Peremans, and Yang Zhou, KU Leuven,
Belgium

4:35-4:55 Coupled Discrete Adjoint

Computations for CFD-related

Multiphysics Problems

Ole Burghardt, Tim Albring, and Nicolas
R. Gauger, Technische Universitit
Kaiserslautern, Germany

5:00-5:20 A Modified Search Direction

Method with Weakly Imposed Karush-

Kuhn-Tucker Conditions using Singular-

value Decomposition for Large

Constrained Optimization Problems

Long Chen, Technische Universitit Miinchen,
Germany

5:25-5:45 Numerical Optimization for
Aeroacoustics
Beckett Zhou, Tim Albring, and Nicolas
R. Gauger, Technische Universitit
Kaiserslautern, Germany
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MS79

Recent Developments in
Numerical Methods for PDEs
and their Applications - Part
1of

4:10 p.m.-5:50 p.m.
Room: 300A

For Part 2 see MS233

Numerical Methods for partial
differential equations and their

analysis are important and challenging
topics in applied and computational
mathematics. This minisymposium

is focused on recent developments in
numerical methods for PDEs, including
new developments in finite element
methods and relevant applications. The
goal of this minisymposium is to bring
together leading researchers in the

field of numerical methods to discuss
and disseminate the latest results and
envisage future challenges in traditional
and new areas of science. The topics of
the minisymposium cover a broad range
of numerical methods, including but
not limited to finite element methods,
finite difference methods, discontinuous
Galerkin methods, weak Galerkin
methods. A wide range of application
fields will also be covered, such as
MHD equations, Helmholtz equations,
equations of poroelasticity, Alfeld splits
and gradient flows.

Organizer: Chunmei Wang
Texas Tech University, U.S.

4:10-4:30 Primal-dual Weak Galerkin
Finite Element Methods

Junping Wang, National Science Foundation,
U.S.

4:35-4:55 A New Spectral Method for

Elliptic Problems in General Domains

Yigi Gu and Jie Shen, Purdue University,
U.S.

5:00-5:20 A Charge-conservative

Mixed Finite Element Method for

Inductionless MHD Equations

Weiying Zheng, Chinese Academy of
Sciences, China

5:25-5:45 Exact Smooth Piecewise

Polynomial Sequences on Alfeld Splits

Michael J. Neilan, University of Pittsburgh,
U.S.; Johnny Guzman and Guosheng Fu,
Brown University, U.S.

Monday, February 25

MS80

Applications of Tensor
Decompositions

4:10 p.m.-5:50 p.m.
Room:300B

Tensors are a natural way to represent

a multi-relational dataset. Given the
data as a tensor, a tensor decomposition
serves as a promising analytical tool

for mining that data to uncover hidden
structure among the data's relations. This
minisymposium explores applications of
tensor decompositions in data analytics,
across areas spanning signal processing,
cybersecurity, machine learning,

and beyond. The talks will consider
additional issues including algorithmic
scalability, parallelism, and software
stacks, among others.

Organizer: Richard Vuduc

Georgia Institute of Technology, U.S.

4:10-4:30 Applications of Tensor

Decompositions at Amazon

Anima Anandkumar, Amazon and California
Institute of Technology, U.S.

4:35-4:55 Tensor Methods and

Recommender Systems

Ivan Oseledets, Skolkovo Institute of Science
and Technology, Russia

5:00-5:20 Tensor Factorizations with

Applications to Pattern and Topic

Detection

Evangelos Papalexakis, University of
California, Riverside, U.S.

5:25-5:45 Detecting Malware using
Tensor Decompositions

Charles Nicholas, University of Maryland,
Baltimore County, U.S.

Monday, February 25

MS81

A Posteriori Error Estimation
for Various Adaptive Finite
Element Methods

4:10 p.m.-5:50 p.m.
Room: 300C

A posterior error estimation plays a
crucial role in the adaptive finite element
methods (FEM). Regarding as one of

the most effective approaches to solve
the large scale and grand challenging
problems, the adaptive numerical
methods aim to obtain a solution within
prescribed accuracy using (almost) the
least amount of computational costs. This
minisymposium will bring together
researchers to discuss recent advances

in developing and analyzing a posteriori
error estimation for a variety of finite
element methods, including classical
FEM, least-squares FEM, virtual element
method, and immersed finite element
method (a FEM with unfitted meshes).

Organizer: Xu Zhang

Mississippi State University, U.S.

4:10-4:30 Adaptive Least-squares Finite

Element Methods for Linear Transport

Equations

Shun Zhang, City University of Hong Kong,
Hong Kong

4:35-4:55 Hybrid a Posteriori
Error Estimators for Finite Element
Approximations

Difeng Cai, Purdue University, U.S.

5:00-5:20 A Posteriori Error Estimates for

the Virtual Element Method

Shuhao Cao, University of California, Irvine,
U.S.

5:25-5:45 Title Not Available

Xu Zhang, Mississippi State University, U.S.
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MS82
BE: Lightning Talks
4:10 p.m.-5:50 p.m.

Room: 300D

Organizer: Mary Ann E. Leung

Sustainable Horizons Institute, U.S.

Monday, February 25

MS83

Adjoints of Nonlinear
Dynamics in CFD
Applications

4:10 p.m.-5:50 p.m.
Room: 302A

Large Scale Computational Fluid
Dynamics (CFD) applications

typically pivot around highly complex
physical phenomena, are nonlinear

and even chaotic in nature, and

overall computationally expensive.
Subsequently, simulations of fluid
motion demand state of the art
solutions from fields such as numerical
analysis, high performance computing,
mathematical modeling, to just name

a few. A CFD simulation may be
supplemented with adjoint capabilities
in order to address many of the
computational challenges, but also to aid
in uncovering new physical insights, as
well as to tune solver parameters. This
addition, however, brings about an extra
layer of difficulties, such as increased
data intensity, high computational costs,
poor convergence rates in adjoint-
based optimization routines etc. The
present minisymposium seeks to gather
and disseminate knowledge on the
challenges of adjoint solvers, and their
resolutions, in the context of nonlinear
fluid dynamics. The focus is in particular
on efficient computational strategies

in renowned CFD codes and libraries
they build on, but also applications that
benefit from adjoint implementations.

Organizer: Oana Marin
Argonne National Laboratory, U.S.

Organizer: Barry Smith

Argonne National Laboratory, U.S.

4:10-4:30 Large-scale PDE

Constrained Optimization from the

Perspective of a Library (PETSc)

Barry F. Smith, Oana Marin, and Emil
M. Constantinescu, Argonne National
Laboratory, U.S.

continued in next column

4:35-4:55 A Unsteady Discrete Adjoint

Solver for RANS and Hybrid-RANS/LES

Nicolas R. Gauger, Max Sagebaum, and
Tim Albring, Technische Universitéit
Kaiserslautern, Germany

5:00-5:20 Obtaining Discrete Adjoint

Sensitivities using Algorithmic

Differentiation

Markus Towara, RWTH Aachen University,
Germany

5:25-5:45 Adjoint-based Mesh

Optimisation and Optimal Initial

Conditions in a Spectral Element

Framework

Philipp Schlatter and Nicolas Offermans,
KTH Royal Institute of Technology,
Sweden; Oana Marin, Argonne National
Laboratory, U.S.
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MS84

Advances and Applications
of Numerical Methods for
Free Boundaries

4:10 p.m.-5:50 p.m.
Room: 302B

This minisymposium will focus on novel
numerical methods for free boundary
value problems and their applications to
the fields of materials science and fluid
dynamics. Numerical methods that seek
to impose sharp boundary conditions will
be emphasized as well as methods on
adaptive grids and strategies for parallel
environment.

Organizer: Frederic Gibou
University of California, Santa Barbara, U.S.

4:10-4:30 Free Boundary Solvers

on Octree Grids and in Parallel

Environments

Frederic Gibou, University of California, Santa
Barbara, U.S.

4:35-4:55 Pressure Based Compressible

Solver for Two-phase Flows with

Arbitrary Equation of State and Entropic

Effects

Sebastien Tanguy, Universite de Toulouse,
France

5:00-5:20 Parallel Octree Simulations

of Incompressible Flows Coupled

with Soluble Surfactant in a Level-set

Framework

Fernando Temprano-Coleto, University of
California, Santa Barbara, U.S.

5:25-5:45 A Multi-scale and Multi-

physics Tissue Simulation Schema to

Assess Emergent Rules of Complex

Systems

Pouria Mistani, University of California, Santa
Barbara, U.S.

Monday, February 25

MS85

Developments in Algebraic
Multigrid for Nonsymmetric
and Hyperbolic Problems

4:10 p.m.-5:50 p.m.
Room: 303A

Algebraic multigrid (AMG) is a
relatively mature field of research in
the applied mathematics community.
However, despite several decades of
research, highly nonsymmetric and
hyperbolic-type problems remain
difficult for AMG solvers, both in
theory and in practice. With the
continuing growth and evolution of
parallel computer architectures, extra
care must also be taken to develop
algorithms that are amenable for highly
parallel environments. This symposium
highlights recent developments in the
field of nonsymmetric AMG, including
two unique theoretical frameworks

that provide sufficient conditions for
convergence-in-norm of nonsymmetric
AMG, a new nonsymmetric AMG
solver based on approximate ideal
restriction (AIR), and the application of
new nonsymmetric AMG methods to
nonlinear hyperbolic PDEs.

Organizer: Ben Southworth
University of Colorado Boulder, U.S.

4:10-4:30 Nonsymmetric Algebraic

Multigrid Based on Approximate

Ideal Restriction (AIR)

Ben Southworth and Thomas Manteuffel,
University of Colorado Boulder, U.S.;
John Ruge, University of Colorado, U.S.

4:35-4:55 Parallel High-order Space-

time AIR for Hyperbolic PDEs

Hans De Sterck and Oliver A. Krzysik,
Monash University, Australia; Scott
Maclachlan, Memorial University,
Newfoundland, Canada; Ben Southworth,
University of Colorado Boulder, U.S.

continued in next column

5:00-5:20 Algebraic Multigrid for

Hypersonic Simulations

Luc Berger-Vergiat, Ray S. Tuminaro,
Jonathan J. Hu, and Chris Siefert, Sandia
National Laboratories, U.S.; Michael
Brazell and Dimitri Mavriplis, University
of Wyoming, U.S.

5:25-5:45 A Convergence Theory for

Algebraic Multigrid (AMG) Applied to

Nonsymmetric Systems

Thomas Manteuffel and Ben Southworth,
University of Colorado Boulder, U.S.
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MS86

Hardware-aware
Algorithms and Numerics
for Heterogeneous
Supercomputers

4:10 p.m.-5:25 p.m.
Room: 303B

The advent of heterogeneous
supercomputers - consisting of a blend
of CPUs and GPUs - has promised
significant gains in speedup and
scalability over their homogeneous
CPU-only counterparts. However, to
effectively utilize them, heterogeneous
architectures require a paradigm shift in
how we develop numerical methods and
algorithms: while in the past, physics
was the main driver for algorithms
development, today, both physics and
hardware need to be accounted for. For
example, hybrid computing requires
numerical methods that increase
arithmetic intensity and algorithms that
reduce data transfers between hardware
and across compute nodes. The proposed
session aims at bringing together some
of the most recent research in this area
with specific applications in evolutionary
differential equations such as those
encountered in fluids, combustion,

gas turbines, atmospheric flows, and
biological transport. Topics will focus
numerical methods and algorithms

that aim at increasing arithmetic
intensity and include, but not limited
to, scalable linear solvers on GPUs,
alternative techniques to global linear
solvers, block-Implicit methods, the
use of machine learning to solve linear
and nonlinear systems of equations,
asynchronous algorithms, high-order
methods, and others.

continued in next column

Organizer: Tony Saad
University of Utah, U.S.

Organizer: James C.

Sutherland
University of Utah, U.S.

4:10-4:30 Solving Evolutionary
Differential Equations on
Heterogeneous Architectures
Tony Saad and James C. Sutherland,
University of Utah, U.S.

4:35-4:55 Software Library for

Accelerating Chemical Kinetics on

Hybrid Architectures: The SLACKHA

Project

Kyle E. Niemeyer, Andrew Alferman, and
Emily F. Klee, Oregon State University,
U.S.; Nicholas Curtis and Chih-Jen Sung,
University of Connecticut, U.S.

5:00-5:20 Towards a Performance
Portable Multi-fluid Plasma Capability
Roger Pawlowski, Eric C. Cyr, Edward
G. Phillips, Matthew Bettencourt, Eric
Phipps, Christian Trott, Paul Lin, and John
Shadid, Sandia National Laboratories,
U.S.

Monday, February 25

MS87

Advances in Computational
Methods for Data Assimilation
- Part 1l of Il

4:10 p.m.-5:50 p.m.
Room: 201B

For Part 1 see MS47

Data assimilation is a mathematical
procedure that estimates the state of some
hidden system based on observation data.
It is one of the most important research
topics in computational science and
engineering and it has many practical
applications. A main effort to solve the
data assimilation problem is the simulation
based computational methods, which is
usually combined by forward simulations
and inverse inferences. With the progress in
uncertainty quantification and the advances
in large scale computing, computational
methods for data assimilation attract

more and more attentions. In this
minisymposium, we present recent
research achievements in computational
methods for data assimilation, and we
explore both the forward simulations

and the inverse inferences for the data
assimilation problem.

Organizer: Feng Bao
Florida State University, U.S.

Organizer: Xuemin Tu

University of Kansas, U.S.

4:10-4:30 Model Reduction and

Basis Adaptation for Uncertainty

Quantification of Time-dependent PDEs

Panos Stinis, Pacific Northwest National
Laboratory, U.S.; Ramakrishna Tipireddy,
University of Southern California, U.S.;
Alexandre M. Tartakovsky and Jing Li,
Pacific Northwest National Laboratory, U.S.

4:35-4:55 Ensemble Kernel-based
Learning for Analytic Continuation

Xuping Xie, Oak Ridge National Laboratory,
U.S.

continued on next page
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MS87

Advances in Computational
Methods for Data
Assimilation - Part Il of I

continued

5:00-5:20 Ensemble Kalman Filter with

Localization

Xin T. Tong, National University of
Singapore, Singapore

5:25-5:45 The Commutation Error for

Large Eddy Simulation Reduced Order

Models (LES-ROMs)

Birgul Koc, Muhammad Mohebujjaman,
Changhong Mou, and Traian Iliescu,
Virginia Tech, U.S.

Monday, February 25

MS88

Performance Portability
through Source-to-source
Code Transformations

4:10 p.m.-5:50 p.m.
Room: 202B

While compilers are reasonably effective
at optimizing codes, getting the highest
performance often requires creating
special versions of performance-critical
codes which depend on multiple

factors including the specific machine
architecture, problem parameters, and
interactions with other components of
the application. In this minisymposia, we
will discuss the use of source-to-source
transformations to allow the developer
to work at a higher level of abstraction
and exploit state-of-the-art techniques

to create and improve system- and
problem-specific code to achieve high
performance across a range of systems.
The evaluation of such systems, the
level of abstraction and the developer
participation in the process are also
important topics to be discussed.

Organizer: William D. Gropp
University of lllinois at Urbana-Champaign,
U.S.

4:10-4:30 Designing for High
Performance

Tze Meng, Carnegie Mellon University, U.S.

4:35-4:55 Can Autotuning Compilers
become Mainstream?
Mary Hall, University of Utah, U.S.

5:00-5:20 Transformation-based
Code Optimization for Finite Element
Methods
Kaushik Kulkarni, University of Illinois
at Urbana-Champaign, U.S.; Andreas
Kloeckner, University of Illinois, U.S.

5:25-5:45 A DSL for Program

Optimization

Thiago Teixeira, University of Illinois at
Urbana-Champaign, U.S.

Monday, February 25

MS89

Recent Advances in
Accurate and Verified
Numerical Computations

4:10 p.m.-5:50 p.m.
Room: 202C

This minisymposium is devoted

to accurate and verified numerical
computations related to self-validating
methods and computer-assisted proofs.
Since verified numerical computations
enable us to rigorously solving various
problems including linear algebra,
nonlinear equations, integration,
differentiation, and so forth, in finite
precision arithmetic, they have become
increasingly important in wide range

of science and engineering. The main
objective of the minisymposium is to
discuss several recent topics on accurate
and verified numerical computations and
related numerical methods.

Organizer: Takeshi Ogita

Tokyo Woman's Christian University, Japan

4:10-4:30 Ilterative Refinement for

Singular Value Decomposition

Takeshi Ogita, Tokyo Woman's Christian
University, Japan; Kensuke Aishima, Hosei
University, Japan

4:35-4:55 Reproducibility and
Performance of the Feltor Code on
Parallel Architectures
Roman lakymchuk, KTH Royal Institute
of Technology, Sweden; Matthias
Wiesenberger, Technical University
of Denmark, Denmark; Stef Graillat,
University Pierre and Marie Curie
(UPMC), France

5:00-5:20 Verified Algorithm for High
Order Differentiation Based on Hyper-
dual Numbers

Naoya Yamanaka, Meisei University, Japan

5:25-5:45 Thin QR Decomposition

using LU Factors and its Refinement

Takeshi Terao and Katsuhisa Ozaki,
Shibaura Institute of Technology, Japan;
Takeshi Ogita, Tokyo Woman's Christian
University, Japan
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MS90

Spectral Deferred Correction
Methods for Temporal
Integration

4:10 p.m.-5:50 p.m.
Room: 205

Spectral deferred corrections methods are
a class of iterative temporal integration
methods for differential equations. One
feature of SDC methods that is often
exploited is that it is straightforward to
build higher- order integrators that allow
additive splitting of the equation. SDC
methods are also the key component of
the parallel in time algorithm PFASST.
This minisymposium will highlight

new ways in which SDC methods are
being leveraged to construct novel time
integration strategies for computationally
challenging applications.

Organizer: Michael Minion
Lawrence Berkeley National Laboratory, U.S.

4:10-4:30 Improved Coupling of
Hydrodynamics and Nuclear Burning
in Astrophysical Flows using SDC
Michael Zingale, Stony Brook University, U.S.

4:35-4:55 Tracking Fast lons in Fusion

Reactors using Spectral Deferred

Corrections

Krasymyr Tretiak, University of Leeds, United
Kingdom; James Buchanan, Culham Centre
For Fusion Energy, United Kingdom;
Debasmita Samaddar, UK Atomic Energy
Authority, United Kingdom; Rob Akers,
Culham Centre For Fusion Energy, United
Kingdom; Daniel Ruprecht, University of
Leeds, United Kingdom

5:00-5:20 Parallel-in-time Integration
of the Shallow-water Equations on the
Rotating Sphere
Francois P. Hamon, Total Exploration
& Production, U.S.; Martin Schreiber,
University of Exeter, United Kingdom;
Michael Minion, Lawrence Berkeley
National Laboratory, U.S.

5:25-5:45 Adaptive Parallel-in-time

PDE-constrained Optimization

Sebastian Gotschel, Zuse Institute Berlin,
Germany; Michael Minion, Lawrence
Berkeley National Laboratory, U.S.

Monday, February 25

MS91

Large-scale PDE-
Constrained Optimization
Algorithms and Applications

4:10 p.m.-5:50 p.m.
Room: 206A

Numerical optimization is a powerful
methodology for the control and/or
design of many engineering systems
governed by partial differential equations
(PDEs). Many data assimilation
problems can also be formulated in this
framework, where the objective function
and/or the constraints depend on the
solution of PDEs. The computational
cost of these PDE solutions, however,
necessitate additional considerations

in the optimization algorithms. This is
especially true for problems that feature
large numbers of variables, some of
which may also be stochastic or integer-
valued in nature. In this minisymposium,
we will highlight ongoing research
efforts in the efficient solution of

such large-scale PDE-constrained
optimization problems.

Organizer: Alp Dener
Argonne National Laboratory, U.S.

Organizer: Todd Munson
Argonne National Laboratory, U.S.

4:10-4:30 Accelerating Limited-

memory Quasi-Newton Convergence

for Optimization of PDE-governed

Systems

Alp Dener and Todd Munson, Argonne
National Laboratory, U.S.

4:35-4:55 An Acceleration Framework

for Parameter Estimation using Implicit

Sampling and Adaptive Reduced-

order Models

Robert Baraldi, North Carolina State
University, U.S.; Matthew J. Zahr,
University of California, Berkeley and
Lawrence Berkeley National Laboratory,
U.S.

5:00-5:20 Fast Solvers for Mixed-

integer PDE-constrained Optimization

Sven Leyffer, Argonne National Laboratory,
U.S.

5:25-5:45 Scalable Optimization

of Discrete-time PDE Systems with

Inequality Constraints

Denis Ridzal and Eric C. Cyr, Sandia
National Laboratories, U.S.

Monday, February 25

MS92

Latest Advances in
Viscoplastic CFD:
Discretisation, Simulation
and Applications

4:10 p.m.-5:50 p.m.
Room: 206B

When a nondifferentiable inclusion
problem in function spaces arises jointly
with the nonlinearity and differential-
algebraic structure of the incompressible
Navier-Stokes equations, then the
resulting challenges continue to be
formidable. This is the case for flow
problems of viscoplastic fluids, gel-

like materials with a stress-dependent
behaviour that switches between viscous
flow and plastic creep. As of today,
simulations of viscoplastic flows in 3D or
realistically complex 2D configurations
remain largely infeasible. Thus, state-
of-the-art viscoplastic solvers perform
comparably to Newtonian solvers of

the past century. The invited speakers
contribute new strategies for efficiency
gains and highly accurate solutions,

as required in important applications.
They discuss the key ingredients of
viscoplastic solvers: (i) properties

of discretisation schemes (accuracy,
stability, robustness, discrete conservation
laws, sparsity, amenability to multigrid
solvers, mesh-independent convergence),
(ii) algorithmic treatment of the
nonsmoothness (regularisation techniques
vs genuinely nonsmooth methods)

and (iii) convergence acceleration
(preconditioners, Newton-type methods,
inertial algorithms, parallelisation).
Speakers working on applications address
the resolution of problem-inherent
features at very different length scales:
boundary layers, internal layers up to

the extreme case of a lower-dimensional
manifold: the yield surface that separates
subdomains of flow and creep.

continued on next page
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Latest Advances in
Viscoplastic CFD:
Discretisation, Simulation
and Applications

continued

Organizer: Timm Treskatis
University of British Columbia, Canada

4:10-4:30 Generalized Newton

Methods for the Numerical Simulation

of Viscoplastic Fluids

Sergio Gonzdlez-Andrade, Escuela
Politécnica Nacional del Ecuador, Ecuador

4:35-4:55 A Multigrid Optimization

Algorithm for the Numerical Solution

of Classical Viscoplastic Models

Sofia Lopez-Ordoriez and Sergio Gonzélez-
Andrade, Escuela Politécnica Nacional del
Ecuador, Ecuador

5:00-5:20 The Viscoplastic Navier-

Stokes Equations: Fast Defect

Correction, Mimetic Discretisation

and Applications in Bioprinting

Timm Treskatis, University of British
Columbia, Canada

5:25-5:45 Flow of a Yield-stress

Fluid over a Cavity: Experimental

and Numerical Investigation of an

Oldroyd's Boundary Layer

Paul Vigneaux, UMPA - CNRS UMR 5669
ENS de LYON, France

Monday, February 25

MS93

Nonlinear Reduced Order
Modeling of Realistic
Engineering Fluid Flows

4:10 p.m.-5:50 p.m.
Room: 206C

This minisymposium presents important
applications of nonlinear reduced order
modeling in realistic fluid flows. The
speakers will present their work on
reduced order modeling of engineering
fluid problems, such as wind turbine
wake, fluid structure interaction,
parametrized compressible flow
simulations, and numerical analysis.
Data-driven reduced order modeling of
fluids plays an important role in those
applications. Advantages of their model
and potential future research directions
will be discussed in the minisymposium.

Organizer: Xuping Xie
Oak Ridge National Laboratory, U.S.

Organizer: Mithu Debnath

National Renewable Energy Laboratory, U.S.

4:10-4:30 Modulation in Wind

Turbine Wakes Identified with Modal

Decomposition Techniques

Mithu Debnath, National Renewable Energy
Laboratory, U.S.

4:35-4:55 Structure-preserving

Galerkin POD Reduced-order

Modeling of Hamiltonian Systems

Zhu Wang, University of South Carolina,
U.S.

5:00-5:20 Domain Decomposition

Least-Squares Petrov--Galerkin for

Nonlinear Model Reduction

Chi K. Hoang and Kevin T. Carlberg, Sandia
National Laboratories, U.S.

5:25-5:45 Reduced Order Modeling of

a Fluid Structure Interaction Problem

under Embedded

Lei Lei and Charbel Farhat, Stanford
University, U.S.

Monday, February 25

MS94

Asynchronous lterative
Methods

4:10 p.m.-5:50 p.m.
Room: 206D

Classical synchronous iterative methods
alternate between local computation
and boundary data exchange. In
asynchronous iterative methods this
dependency is relaxed and processing
units are allowed to use whatever

data is available at the beginning of a
computation phase. Originally called
“Chaotic Relaxation' for fixed-point
iterations, asynchronous iterative
methods are used in various areas

of high-performance computing

and numerical optimization. In this
minisymposium, recent research is
presented both on the theory and
implementation of asynchronous iterative
methods.

Organizer: Christian Glusa
Sandia National Laboratories, U.S.

Organizer: Daniel B. Szyld
Temple University, U.S.

4:10-4:30 Asynchronous Optimized

Schwarz Methods for the Solution of

PDEs on Bounded Domains

Daniel B. Szyld, Temple University, U.S.;
Federeic Magoules, CentraleSupélec,
France; Jose Garay, Louisiana State
University, U.S.; Mireille El Haddad, Saint
Joseph University, Lebanon

4:35-4:55 Asynchronous Subgradient-
push
Mike Rabbat, Facebook Research, U.S.

5:00-5:20 An Asynchronous,

Decentralized Solution Framework

for the Large Scale Unit Commitment

Problem

Paritosh P. Ramanan, Georgia Institute of
Technology, U.S.

5:25-5:45 Asynchronous Two-level
Domain Decomposition Solvers

Christian Glusa, Sandia National
Laboratories, U.S.
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MS95

Performance Portability

and Numerical Libraries:
Challenges and
Opportunities for Sustainable
Science - Part | of i

4:10 p.m.-5:25 p.m.
Room: 207

For Part 2 see MS129
Featured Minisymposium

A software component is said to be
performance portable if it performs

well across a range of architectures and
problem configurations with modest
development and maintenance effort.
There are many programming tools

that strive to assist with portability, but
many challenges remain, especially
balancing vectorization with memory
locality across disparate architectures and
managing composition across module
boundaries where developers must
eschew assumptions about environment
and context. Optimized numerical
libraries provide an opportunity to
encapsulate any necessary specialization
in a form that can be leveraged by many
applications, but innovative interfaces
and implementations are needed to
serve diverse user requirements and

to control complexity when porting

and optimizing for an ever-growing
range of architectures. This session
brings together exemplars, promising
techniques, and lessons learned in
developing robust performance-portable
applications and numerical libraries for
computational science and engineering

Organizer: Jed Brown
University of Colorado Boulder, U.S.

Organizer: Rebecca J.

Hartman-Baker
Lawrence Berkeley National Laboratory, U.S.

continued in next column

4:10-4:30 Performance Optimisation of

Finite Element Assembly in Firedrake

Tianjiao Sun, Imperial College London,
United Kingdom; Lawrence Mitchell,
Durham University, United Kingdom; David
Ham and Paul Kelly, Imperial College
London, United Kingdom

4:35-4:55 Kokkos: Insights from 4 Years

of Application Adoption Work

Christian Trott, Sandia National Laboratories,
U.S.

5:00-5:20 Chapel's Language-based
Approach to Performance Portability
Bradford L. Chamberlain, Cray, Inc., U.S.

Monday, February 25

MS96

Computationally Efficient
Derivative-Free Local and
Global Optimization

4:10 p.m.-5:50 p.m.
Room: 401A

There are many important nonlinear
optimization problems for which
derivatives are not available or they are
too expensive to compute numerically.
This minisymposium will discuss recent
advances in computationally efficient
derivative-free algorithms that can solve
these problems. This includes global
optimization methods that find the

best of multiple local minima using a
global surrogate to reduce the number
of evaluations of an expensive objective
function required to find an accurate
solution. Trust region methods are

used for local optimization and in one
of the papers as a part of global search.
Surrogates, including trust region
approximation, can reduce the number of
function evaluations to obtain an accurate
solution and are hence especially
important for expensive objective
functions such as those requiring
solution of a simulation model. The
minisymposium includes the discussion
of sequential and parallel algorithms
that are based on decomposition in order
to expand the scope of derivative-free
optimization to larger-scale problems
than what was possible in the past.
Finally, the discussion includes some
real-world applications, including tuning
of machine learning models and design
of nanoparticle synthesis.

Organizer: Nikolaos Sahinidis
Carnegie Mellon University, U.S.

Organizer. Christine Shoemaker
National University of Singapore, Singapore

continued on next page
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Computationally Efficient
Derivative-Free Local and
Global Optimization

continued

4:10-4:30 Improving Surrogate Global

Optimization Accuracy with RBF Trust

Regions

Christine Shoemaker, Limeng Liu, and Jin
Yi, National University of Singapore,
Singapore

4:35-4:55 Decomposition in Global

Derivative-free Optimization

Kaiwen Ma and Nikolaos Sahinidis, Carnegie
Mellon University, U.S.; Satyajith Amaran
and Scott Bury, The Dow Chemical
Company, U.S.

5:00-5:20 Targeted Design of

Nanoparticle Synthesis using

Derivative-free Optimization

Aekaansh Verma, Stanford University, U.S.;
Stefan Wild, Argonne National Laboratory,
U.S.

5:25-5:45 Tuning Machine Learning

Models with Derivative-free

Optimization

Steven Gardner, Oleg Golovidov, Joshua
Griffin, Patrick Koch, and Scott Pope, SAS
Institute, Inc., U.S.

Monday, February 25

MS97

Computational Challenges
in the ECP Energy
Applications

4:10 p.m.-5:50 p.m.
Room: 401B

The Exascale Computing Project

(ECP) is aimed at ensuring that science
applications are ready and able to fully
take advantage of the unique challenges
associated with next-generation
computing architectures. This session
explores recent developments within
the Energy portfolio of the Applications
Development focus area of ECP. These
talks will describe new approaches for
enabling simulation of complex physical
systems using large-scale computing
environments. These projects are
supported by the Exascale Computing
Project (17-SC-20-SC), a collaborative
effort of two U.S. Department of
Energy organizations (Office of Science
and the National Nuclear Security
Administration).

Organizer: Steven Hamilton
Oak Ridge National Laboratory, U.S.

4:10-4:30 Coupled Monte Carlo

Radiation Transport and CFD for

Nuclear Reactor Modeling

Steven Hamilton and Thomas Evans, Oak
Ridge National Laboratory, U.S.

4:35-4:55 Novel Computational

Methods for High-fidelity Modeling of

Plasma-based Particle Accelerators

Olga Shapoval, Jean-Luc Vay, Rémi Lehe,
and Maxence Thevenet, Lawrence Berkeley
National Laboratory, U.S.; Henri Vincenti,
CEA, France

5:00-5:20 Multiphase Flow Modeling

with MFIX-Exa

Michele Rosso, Lawrence Berkeley National
Laboratory, U.S.

5:25-5:45 ExaWind: Multi-scale

Challenges of Massively Parallel

Blade-resolved Wind Turbine

Simulations

Michael Sprague, Shreyas Ananthan, Stephen
Thomas, Michael Lawson, and Katarzyna
Swirydowicz, National Renewable Energy
Laboratory, U.S.

Monday, February 25

MS98

Computational Advances
for Large-scale Geophysical
Data

4:10 p.m.-5:50 p.m.
Room: 401C

New geophysical acquisition technologies
are enabling the widespread collection

of continuous streams of data from

an unprecedented number of sensors.
Often, the same dataset may be used

for multiple purposes: event detection,
source inversion, subsurface imaging, and
more. To fully exploit these data, new
algorithms must be developed that scale
both in terms of floating point operations
and memory access. Recent algorithmic
advances have included robust automated
data pre-processing, fast data transforms
and solvers, improved preconditioners for
iterative methods, and new applications of
artificial intelligence to improve efficiency.
In this minisymposium, we welcome
submissions related to algorithmic
advances that improve the scalability of
data analysis with respect to longer times
(large-T) or many sensors (large-N), or
that operate in a streaming paradigm
(accessing data a small number of times)
or a cloud computing environment. This
minisymposium will include studies using
open source data and novel data sources
(e.g. smartphone/MEMS accelerometers,
fiber optics, wireless nodes) and we
encourage the presentation of new
applications.

Organizer: Eileen R. Martin

Virginia Tech, U.S.

4:10-4:30 Fast Radon Transforms for

Ambient Noise Interferometry

Eileen R. Martin, Virginia Tech, U.S.; Biondo
Biondi, Stanford University, U.S.; Jonathan
Ajo-Franklin, Lawrence Berkeley National
Laboratory, U.S.

4:35-4:55 MyShake - Dense Global
Seismic Network using Smartphones

Qingkai Kong and Richard Allen, University of
California, Berkeley, U.S.

continued on next page
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5:00-5:20 Wireless Sensing for the

Energy Industry over the Internet of

Things

Hadi Jamali-Rad, Shell International
Exploration & Production B.V.,
Netherlands; Xander Campman, Shell
Global Solutions International B.V.,
Rijswijk, Netherlands

5:25-5:45 Compressive Least-squares

Migration with on-the-fly Fourier

Transforms

Philipp A. Witte, Georgia Institute of
Technology, U.S.; Mathias Louboutin,
University of British Columbia, Canada;
Fabio Luporini and Gerard J Gorman,
Imperial College London, United
Kingdom; Felix Herrmann, Georgia
Institute of Technology, U.S.

Monday, February 25
MS99

Distributed-Memory Graph
Analytics: Programming
Models, Algorithms and
Applications

4:10 p.m.-5:50 p.m.
Room: 402A

Graph analytics is central to many
applications in computational science
and engineering (CSE) and data science.
This minisymposium will feature

talks addressing recent developments

in: programing models in support of
distributed-memory graph analytics;
design, implementation and performance
evaluation of scalable distributed-memory
graph algorithms; and applications in
bioinformatics. Featured graph kernels
include community identification and
graph traversals.

Organizer: Assefaw
Gebremedhin

Washington State University, U.S.

4:10-4:30 Challenges in MPI for

Supporting Distributed-memory Graph

Analytics

Pavan Balaji, Argonne National Laboratory,
U.S.

4:35-4:55 Kronecker Graphs as

Benchmarks for Distributed Graph

Analytics

Geoff Sanders, Lawrence Livermore National
Laboratory, U.S.; Trevor Steil, University of
Minnesota, U.S.; Timothy La Fond, Roger
Pearce, and Keita Iwabuchi, Lawrence
Livermore National Laboratory, U.S.;
Benjamin Priest, Dartmouth College, U.S.

5:00-5:20 Distributed-memory Graph

Algorithms for Bioinformatics

Kamesh Madduri, Pennsylvania State
University, U.S.

5:25-5:45 Scalable Graph Community

Detection using the Louvain Method

Sayan Ghosh, Washington State University,
U.S.; Mahantesh Halappanavar and
Antonino Tumeo, Pacific Northwest
National Laboratory, U.S.; Ananth
Kalyanaraman and Assefaw Gebremedhin,
Washington State University, U.S.

Monday, February 25

MS100

Scalable Adaptive
Applications: Recent
Developments

4:10 p.m.-5:50 p.m.
Room: 402B

We present selected applications of
scalable adaptive mesh refinement
(AMR). The focus is on new algorithms
for important features and functionalities
and on latest science applications that
rely on such features. Even though
several algorithmic approaches to AMR
are widely and successfully used for the
numerical solution of partial differential
equations, it remains challenging to
incorporate complex physics, multiple
scales, and non-element-based methods,
as well as other sources of non-

locality and non-uniformity. In this
minisymposion, we highlight how such
generalizations impact performance and
scalability. We discuss the particular
requirements on algorithm and
application design at the largest scale,
how low- and high-level simulation layers
depend on each other, and how synergy
can be maximized.

Organizer: Carsten Burstedde
Universitdit Bonn, Germany

Organizer. Martin Berzins

University of Utah, U.S.

4:10-4:30 Non-local Parallel Algorithms

for Data Assignment and Analysis

Carsten Burstedde, Universitiat Bonn,
Germany

4:35-4:55 Using AMR for Scaling

Globally Connected Radiation

Calculations

Martin Berzins and Alan Humphrey,
University of Utah, U.S.

5:00-5:20 ForestClaw: An Adaptive,

Finite Volume, Cartesian Grid Solver

Based on p4dest

Donna Calhoun, Boise State University,
U.S.; Carsten Burstedde, Universitit Bonn,
Germany

continued on next page
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Monday, February 25

MS100

Scalable Adaptive
Applications: Recent
Developments

continued

5:25-5:45 Parallel Variational Transfer

for Scalable Multiphysics Simulations

Marco Favino, Patrick Zulian, Rolf Krause,
and Maria Nestola, Universita della
Svizzera italiana, Switzerland

Monday, February 25

MS101

Scientific Data Visualization
Platforms Facilitating New
Paradigms

4:10 p.m.-5:50 p.m.
Room:402C
Featured Minisymposium

The influx of digital data, unprecedented
high-performance computing (HPC)
resources, and advances in visualization
algorithms are driving a paradigm shift
in how scientists work with information
in the modern computational landscape.
This session brings together application
scientists and developers leveraging

the rapidly changing technological
advances to facilitate scientific discovery.
Examples include data analytics, web-
based interfaces for working with and
analyzing data, larger infrastructure
CAVES, and portable VR platforms such
as 3D TVs or the HTC VIVE. For the
successful communication of research
done with these emerging technologies,
methods are needed to convey the
insights and analysis gained without
requiring the audience to replicate the
technological environment. Movie
recordings panning through 3D data and
simulation output can be one way to
convey the depth and 3D complexity, as
can well-designed web-based applications
that allow the user to parse data remotely.
For facilitating scientific reproducibility
in the era of HPC and big data, university
sponsored streaming and storage sites,
such as institutional repositories may
provide a critical link in moving this
new technology forward and redefining
approaches to scientific research.

Organizer: Margarete

Jadamec
State University of New York at Buffalo, U.S.

continued in next column

4:10-4:30 Using 3D Virtual Reality for
Interactively Exploring Models and
Big Data
Margarete Jadamec, State University
of New York at Buffalo, U.S.; Oliver
Kreylos and Burak Yikilmaz, University
of California, Davis, U.S.; Karen Fischer,
Brown University, U.S.; Benjamin Chang,
University of Houston, U.S.

4:35-4:55 3D Visual Tour of Earth's

Interior Based on Global Adjoint

Tomography

Ebru Bozdag, Colorado School of Mines,
U.S.; David Pugmire, Oak Ridge National
Laboratory, U.S.; Cagdas Demirkan,
Sebnem Duzgun, and Ergin Isleyen,
Colorado School of Mines, U.S.; Wenjie
Lei, Princeton University, U.S.; Ridvan
Orsvuran, University of Cote d'Azur,
France; Youyi Ruan, Nanjing University,
China; Jeroen Tromp, Princeton University,
U.S.

5:00-5:20 Creating Visualizations for
Science Communication

Maria Weber, The University of Chicago,
uU.S.

5:25-5:45 Opening Your Data: Libraries

and Repositories Help You Go Public

Karlen Chase, State University of New York
at Buffalo, U.S.
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Monday, February 25

CP5

Data Science Applications
4:10 p.m.-5:30 p.m.
Room: 201A

Chair: Joanna Slawinska, University of
Wisconsin, Milwaukee, U.S.

4:10-4:25 A Graph-based Framework

for Load Flow Analysis of Multi-carrier

Energy Systems

Anne S. Markensteijn and Kees Vuik, Delft
University of Technology, Netherlands

4:30-4:45 Basin-preserving Lossy

Compression for Optimization of a

Molecular Dynamics System

Michael A. Retzlaff, University of Maryland,
Baltimore County, U.S.; Zichao (Wendy) Di,
Argonne National Laboratory, U.S.

4:50-5:05 Data-driven Koopman

Analysis of Tropical Climate Space-

time Variability

Joanna Slawinska, University of Wisconsin,
Milwaukee, U.S.; Dimitrios Giannakis,
Courant Institute of Mathematical Sciences,
New York University, U.S.

5:10-5:25 Study Type B Aortic Dissection

using a Deconvolution-based

Nonlinear Filter

Huijuan Xu, Georgia Institute of Technology,
U.S.; Alessandro Veneziani, Emory
University, U.S.; Davide Baroli, University
of Luxembourg, Luxembourg

Monday, February 25

CPé6

Computational Fluid
Mechanics Il

4:10 p.m.-5:50 p.m.
Room: 201C

Chair: Alexander Litvinenko, King Abdullah
University of Science & Technology (KAUST),
Saudi Arabia

4:10-4:25 Regularized Single and

Double Layer Integrals in 3D Stokes

Flow

Svetlana Tlupova, Farmingdale State College,
U.S.; J. Thomas Beale, Duke University,
U.s.

4:30-4:45 Chaotic Dynamics and Self-
organization in a Depth-averaged
Model of Turbidity Currents
Ramanathan Vishnampet, University of
[llinois at Urbana-Champaign, U.S.;
Mrugesh Shringarpure, Huafei Sun, Amit
Kumar, and David Hoyal, ExxonMobil
Upstream Research Company, U.S.

4:50-5:05 A Single Fluid Flow

Poroelastic Model for a Fractured

Porous Medium with Transverse

Isotropy

Pedro Aguilar-Gastelum, Martin Diaz-
Viera, Manuel Coronado, Edscott Wilson-
Garcia, and Mario Vadillo-Saenz, Instituto
Mexicano del Petréleo, México

5:10-5:25 Efficient Simulations for

Contamination of Groundwater

Aquifers under Uncertainties

Alexander Litvinenko, Dmitry Logashenko,
David E. Keyes, Gabriel Wittum, and Raul
F. Tempone, King Abdullah University of
Science & Technology (KAUST), Saudi
Arabia

5:30-5:45 Large-scale Stochastic

Particle Systems with Hydrodynamic

Interactions

Gaddiel Ouaknin, Stanford University, U.S.;
Yu Su, Cornell University, U.S.; Roseanna
Zia, Stanford University, U.S.

Monday, February 25

PD3

Strategies for Promoting
Diversity and Inclusion within
our Profession

6:00 p.m.-7:15 p.m.
Room: Conference Theater

Moderator: Lisa Fauci, Tulane University,
U.S.

Chair: Tamara G. Kolda, Sandia National
Laboratories, U.S.

Chair: Helen Moore, AstraZeneca, U.S.

Chair: Karen E. Willcox, University of Texas
at Austin, U.S.

As a professional society, SIAM
supports its members in taking on the
biggest challenges in the field. This
panel is focused on one such challenge:
inadequate representation of under-
represented groups such as women

and minorities. Our panelists have

carefully studied the issue from different

viewpoints and implemented various
solutions. Their remarks will be focused
on concrete actions for improving our
profession in this regard. Join the
discussion as we address questions such
as:

*What are the biggest obstacles that our
field faces in achieving better diversity
and inclusion?

*What is the most successful diversity
and inclusion strategy/action you have
personally led or experienced?

*What have you tried and found not to
work?

*What are your three top
recommendations for actions that
departments / individuals can take?

The panel moderator is STAM President,
Lisa Fauci, Tulane University, U.S.

Carlos Castillo-Chavez
Arizona State University, U.S.

Rachel Kuske
University of British Columbia, Canada

William Massey
Princeton University, U.S.

Eve Riskin
University of Washington, U.S.

SINUM Editorial Board
Meeting
7:30 p.m.-2:30 p.m.

Room: Davenport Hotel -- Meeting Room 10
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Tuesday, February 26 will focus on few benchmarks, including
Tuequy, Februqry 26 fluid-structure interaction problems, flow
IP3 control and shape optimization.
Math in Industry Book Reduced Order Methods Gianluigi Rozza
Committee Meetin for PDEs: State of the SISSA, International School for Advanced
g . Studies, Trieste, Italy
7.00 815 Art and Perspectives
vLam.-cioa.m. with Applications in
Room: Davenport Hotel -- Meeting Room 11 Indus’rry, Medicine and Coffee Break
Environmental Sciences 916 am.-9:45a.m. 1B
SfUdenf qus: Chqpter 830 Om_Q 16 a.m. Room: Ballroom Foyer
Breakfast with SIAM % f Room: Ballroom 100BC
Leadership (by invitation) Chair: Luke Olson, University of lllinois at

Urbana-Champaign, U.S.

/.00 a.m.-8:15 a.m. _

We provide the state of the art of
Room: Davenport Hotel -- Cedar Ballroom Reduced Order Methods (ROM)
for parametric Partial Differential
Equations (PDEs), and we focus on
Regisfrqﬁon some perspectives in their current

) ) trends and developments, with a special

7:30 a.m.-4:00 p.m, interest in parametric problems arising
Room: Ballroom Foyer in Computational Fluid Dynamics
(CFD). Efficient parametrisations
(random inputs, geometry, physics) are
very important to be able to properly
address an offline-online decoupling
of the computational procedures and
to allow competitive performances.
Current ROM developments in CFD
include: a better use of stable high
fidelity methods, considering also
spectral element method and finite
volume discretisations; efficient
sampling techniques to reduce the
number of the basis functions, retained
as snapshots, as well as the dimension
of online systems; the improvements
of the certification of accuracy based
on residual based error bounds and
of the stability factors, as well as the
the guarantee of the stability of the
approximation. For nonlinear systems,
also the investigation on bifurcations
of parametric solutions are crucial and
they may be obtained by a reduced
eigenvalue analysis of the linearised
operator. All the previous aspects are
crucial to analyse in real time complex
parametric industrial, environmental
and biomedical flow problems. We

continued in next column
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Tuesday, February 26

MT1

Introduction To PETSc
9:45 a.m.-11:25 a.m.
Room: 300D

This short tutorial will introduce the
PETSc libraries for the parallel solution
of nonlinear algebraic equations. We
will cover linear and nonlinear algebraic
solvers and timestepping. It will focus
primarily on optimal multilevel solvers
for PDE problems. Test problem
construction will leverage parallel mesh
manipulation capabilities in PETSc and
the p4est package. We will also help
participants with design choices for their
particular research codes.

Jed Brown, University of Colorado Boulder,
U.S.

Tobin Isaac, Georgia Institute of Technology,
U.s.

Matthew G. Knepley, State University of New
York at Buffalo, U.S.

Tuesday, February 26

MS102

Scalable Optimization:
Paradigms, Tools, and
Applications - Part | of I

9:45a.m.-11:25 a.m.

Room: Ballroom 100BC

For Part 2 see MS136

This minisymposium seeks to

bring together experts in different
optimization domains (PDEs, DAE:s,
stochastic, global, data/learning, mixed-
integer) to discuss computational
scalability issues as well as strategies
and tools to overcome them.

Organizer: Victor M. Zavala
University of Wisconsin, Madison, U.S.

Organizer: Mihai Anitescu
University of Chicago, U.S.

Organizer: Kibaek Kim
Argonne National Laboratory, U.S.

9:45-10:05 Using Machine Learning to

Understand and Solve Power System

Optimization Problems

Line A. Roald, University of Wisconsin,
Madison, U.S.; Sidhant Misra, Los
Alamos National Laboratory, U.S.; Yee
Sian Ng, Massachusetts Institute of
Technology, U.S.

10:10-10:30 Bilevel Mixed-binary

Programming for Identifying Critical

Contingency Events in AC Power

Systems

Kibaek Kim, Brian C. Dandurand, and Sven
Leyffer, Argonne National Laboratory,
u.S.

10:35-10:55 A Scalable Global

Optimization Algorithm for Stochastic

Nonlinear Programs

Yankai Cao, University of British Columbia,
Canada; Victor Zavala, University of
Wisconsin, Madison, U.S.

11:00-11:20 A Framework for

Scalable Multiperiod Security

Constrained AC-based Optimal

Power Flow

Michel Schanen, Argonne National
Laboratory, U.S.; Cosmin G. Petra,
Lawrence Livermore National Laboratory,
U.S.; Mihai Anitescu and Francois
Gilbert, Argonne National Laboratory,
U.S.

Tuesday, February 26

MS103

Recent Advances in
Multirate Time Integration
for Multiphysics Problems

9:45a.m.-11:25 a.m.

Room:Conference Theater

Many problems arising in computational
science and engineering involve
multiple physical processes, where
complex interactions between these
components can result in dynamics

that evolve on time scales differing by
several orders of magnitude. This poses
significant challenges for accurate and
efficient numerical simulations that
attempt to capture the dynamic behavior
of each component. In recent years,
multirate time integration techniques,
which use multiple time steps tuned

to these disparate physical processes,
have shown advantages in multiphysics
simulations. The main aim of this
minisymposium is to present some of
the latest developments in multirate
time integration; however a secondary
goal is to bring together experts and
young researchers working in this field,
with practitioners who make use of such
time integration techniques in science
and engineering applications.

Organizer: Vu Thai Luan
Southern Methodist University, U.S.

Organizer: Daniel R. Reynolds

Southern Methodist University, U.S.

9:45-10:05 Efficient Multirate Methods

from High Order

Jean Sexton, Lawrence Berkeley National
Laboratory, U.S.; Daniel R. Reynolds,
Southern Methodist University, U.S.

10:10-10:30 Coupling MOR and

Multirate Techniques in Multiphysics

Problems

Michael Giinther, Bergische Universitit
Wuppertal, Germany

10:35-10:55 Design of High-order

Multirate General Additive Runge

Kutta Schemes

Arash Sarshar, Steven Roberts, and Adrian
Sandu, Virginia Tech, U.S.

continued on next page
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Tuesday, February 26

MS103

Recent Advances in
Multirate Time Integration for
Multiphysics Problems

continued

11:00-11:20 A New Class of High-order,

Flexible, IMEX Multirate Integrators for

Multiphysics Applications

Rujeko Chinomona, Vu Thai Luan, and
Daniel R. Reynolds, Southern Methodist
University, U.S.

Tuesday, February 26
MS104

Accelerating Electronic
Structure Calculations with
GPUs - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 102A

For Part 2 see MS138

Several electronic structure codes

have been ported to GPUs in recent
years. However, with recent hardware
developments, particularly the
architecture of some of the new top
supercomputers in the world, taking
advantage of GPU accelerators is
becoming a more pressing need in this
field. In addition, since First-Principles
(quantum-based) molecular dynamics
can be computationally quite expensive,
being able to reduce time-to-solution
can significantly enhance the accuracy
of many simulations. Additionally larger
problems and longer timescales can be
explored. In this minisymposium, we
will discuss how electronic structure
codes, targeting various applications

in materials sciences, chemistry and
biology, are being adapted and ported to
GPU-based architectures. The speakers
will cover a broad range of algorithms,
models, languages and implementations
used today in a variety of codes, and
will discuss how these developments are
helping to push the computational limits
in real applications.

Organizer. Jean-Luc Fattebert
Oak Ridge National Laboratory, U.S.

Organizer: Susan Mniszewski

Los Alamos National Laboratory, U.S.

9:45-10:05 Accelerating Electronic

Structure Calculations using GPUs:

From Hand-coded Loops to Relying on

Third-party Libraries

Jean-Luc Fattebert, Oak Ridge National
Laboratory, U.S.; Susan Mniszewski, Los
Alamos National Laboratory, U.S.

continued in next column

10:10-10:30 Experiences Porting
Quantum Espresso's PWscf Solver to
GPUs with CUDA Fortran

Josh Romero, NVIDIA, U.S.

10:35-10:55 Large Scale Hybrid

Density Functional Theory

Calculations with a Systematic Basis

Set using GPUs

Laura Radcliff, Imperial College London,
United Kingdom; Augustin Degomme,
CEA Grenoble; José Flores-Livas and
Stefan Goedecker, University of Basel,
Switzerland; Luigi Genovese, CEA,
France

11:00-11:20 Accelerating Ab Initio

Quantum Monte Carlo Calculations

Paul Kent, Oak Ridge National Laboratory,
U.S.
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Tuesday, February 26

MS105

Computational Challenges
at the Frontiers of Numerical
Relativity - Part | of Il

9:45a.m.-11:25 a.m.

Room: 102B

For Part 2 see MS139

In LIGO's first year of observing time,

it has detected gravitational waves from
five binary black hole mergers and
detected the first neutron star binary
inspiral. The analysis and interpretation
of LIGO data requires careful comparison
to model solutions of the gravitational
two-body problem. Some black hole
binaries, however, pose significant
challenges to both analytic approximation
techniques and numerical simulations.
The theme for our minisymposium
proposal is the computational challenges
in numerical relativity and gravity
research as we enter the era of regular
gravitational wave detections and multi-
messenger astronomy. This will include
discussion of numerical relativity and
gravitational wave searches, algorithms
for new physics, and new algorithms for
modern supercomputer architectures.
The speakers represent computational
scientists, physicists and data analysis
researchers who are working on the

next generation of codes for numerical
relativity. This talks will be of broad
interest and naturally combines expertise
and knowledge that reaches beyond
physics to computational and computer
science.

Organizer: Hari Sundar
University of Utah, U.S.

Organizer: David Neilsen
Brigham Young University, U.S.
9:45-10:05 Modelling Relativity

in Software: We Need More
Mathematical Rigour in our Codes for
Both Clarity and Performance

Erik Schnetter, Perimeter Institute, Canada

continued in next column

10:10-10:30 Senr/NRPy+: Numerical
Relativity in Singular Curvilinear
Coordinate Systems

Zach Etienne, West Virginia University, U.S.

10:35-10:55 SpECTRE: A Task-based
Discontinuous Galerkin Code for
Relativistic Astrophysics

Lawrence Kidder, Cornell University, U.S.

11:00-11:20 Numerical Relativity

and the Challenge of Turbulent Post-

mergers

Matthew Duez, Washington State University,
U.S.

Tuesday, February 26

MS106

Computational Scalability
and Complex Geometry in
Integral Equation Methods -
Part | of Il

9:45a.m.-11:25 a.m.

Room: 102C

For Part 2 see MS140

Due to recent advances in the underlying
technology, integral equations have
become highly competitive in attacking
the most challenging of elliptic, globally-
coupled PDE problems. However,
compared to a standard off-the-shelf
finite element methods, a larger amount
of machinery is involved, including

fast algorithms, preconditioners, and
singular quadrature methods. To make
this theoretically attractive family of
methods practically usable, many of these
components need to be readily available
in software form. This minisymposium
seeks to bring together practitioners and
researchers with the goal of encouraging
exchange of ideas and discovering
opportunities for collaboration in this
direction.

Organizer. Andreas Kloeckner
University of Illinois, U.S.

Organizer: Adrionna Gillman
Rice University, U.S.

Organizer: Timo Betcke

University College London, United Kingdom

9:45-10:05 High Order Layer Potential

Evaluation in three Dimensions using

Quadrature by Expansion

Manas N. Rachh, Simons Foundation and
Flatiron Institute, U.S.

10:10-10:30 Scalable Integral Equation

Methods for Problems with Moving

Boundaries

Dhairya Malhotra and Antoine Cerfon,
Courant Institute of Mathematical Sciences,
New York University, U.S.; Michael O'Neil,
New York University, U.S.

continued on next page
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Tuesday, February 26

MS106

Computational Scalability
and Complex Geometry in
Integral Equation Methods -
Part | of I

continued

10:35-10:55 Parallel Space-time

Boundary Element Methods for the

Heat Equation

Olaf Steinbach and Stefan Dohr, Technische
Universitit, Graz, Austria

11:00-11:20 Fast Algorithms with Error
Bounds for Quadrature by Expansion

Matt Wala and Andreas Klockner, University
of Illinois, U.S.

Tuesday, February 26

MS107

Unfitted Discretization
Methods - Part 1l of |

9:45 a.m.-11:25 a.m.

Room: 102D

For Part 1 see MS75

The use of unfitted finite element (or
isogeometric) techniques is of main
interest for different reasons. On one
hand, it allows one to eliminate the

need to have body-fitted meshes,
simplifying the pre-processing step,

and having a closer interaction with the
CAD data, e.g., in shape or topology
optimization frameworks. On the

other hand, extended finite element-

like techniques are appealing to track
interfaces in multi-phase and multi-
physics applications. However, the use
of unfitted finite element techniques
have some drawbacks, e.g., the small

cut cell problem and the resulting ill-
conditioning of the problem at hand,

the imposition of Dirichlet boundary
conditions, etc. In this minisymposium,
we are interested in works dealing with
unfitted finite element simulations in

a broad sense, including stabilization
techniques for well-posedness, high-order
frameworks, applications with advanced
discretization spaces, robust and parallel
preconditioning techniques, application to
PDEs in manifolds and moving domains,
surface extraction and cut cell integration
techniques, adaptivity, etc., but also

the use of these techniques in complex
applications, e.g., additive manufacturing
and bio applications, and software and
implementation aspects.

Organizer: Guglielmo Scovazzi
Duke University, U.S.

Organizer: Xianyi Zeng
University of Texas at El Paso, U.S.

Organizer: Santiago Badia
Universitat Politecnica de Catalunya, Spain

continued in next column

9:45-10:05 The Shifted Boundary

Method: A New Framework for

Embedded Domain Computations

Guglielmo Scovazzi, Alex Main, Nabil
Atallah, Ting Song, Kangan Li, Oriol
Colomés, and Leo Nouveau, Duke
University, U.S.

10:10-10:30 The Shifted Boundary

Method for Embedded Domain

Computations: Application to Solid

Mechanics

Nabil Atallah, Alex Main, and Guglielmo
Scovazzi, Duke University, U.S.

10:30-10:55 Embedded Stabilized

Methods for Free Surface Flow

Problems

Oriol Colomes, Leo Nouveau, and Guglielmo
Scovazzi, Duke University, U.S.

11:00-11:20 The Shifted Interface

Method for Embedded Interface

Computations

Kangan Li, Nabil Atallah, and Guglielmo
Scovazzi, Duke University, U.S.
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Tuesday, February 26

MS108

Physics Motivated Problems
in Machine Learning - Part |
of li

9:45 a.m.-11:25 a.m.

Room: 111A

For Part 2 see MS141

There has been considerable recent
interest in using machine learning
techniques to solve or assist in the
solution of problems in the physical
sciences. In this minisymposium we
explore recent developments, particularly
focusing on learning unknown dynamics
or efficient representations of dynamics
in a reduced basis. We will also
investigate efforts to constrain learning
algorithms to produce more physical and
interpretable models.

Organizer: Samuel Rudy
University of Washington, U.S.

Organizer: J. Nathan Kutz
University of Washington, U.S.

Organizer: Steven Brunton
University of Washington, U.S.

9:45-10:05 Deep Learning of

Dynamics and Signal-noise

Decomposition

Samuel Rudy, J. Nathan Kutz, and Steven
Brunton, University of Washington, U.S.

10:10-10:30 Nngp: Deep Neural
Networks Combined with Gaussian
Processes

George E. Karniadakis, Brown University,
U.S.

10:35-10:55 A Sequential Sampling
Strategy for Extreme Event Statistics in
Nonlinear Dynamical Systems
Themistoklis Sapsis, Massachusetts
Institute of Technology, U.S.; Mustafa
A. Mohamad, Courant Institute of
Mathematical Sciences, New York
University, U.S.

11:00-11:20 Numerical Aspects for

Approximating Governing Equations

using Data

Dongbin Xiu and Kailiang Wu, Ohio State
University, U.S.

Tuesday, February 26

MS109

Physics/Chemistry-aware
Machine Learning - Part |
of li

9:45a.m.-11:25 a.m.

Room: 111B

For Part 2 see MS142

The explosive growth in machine
learning and data-sciences has
unavoidably affected computational
modeling of physical systems by
providing a powerful alternative to
overcoming traditional challenges in
chemical and physical simulations
pertaining to the large disparity

in scales,the extremely high-
dimensionality of the descriptions
involved and the gigantic, and often
discrete, search spaces in the design of
new materials. While a direct transfer
and application of machine learning
tools to data generated by physics/
chemistry simulations and experiments
has already produced promising
results, it is becoming more and more
apparent that in order to provide
further breakthroughs a synergistic
environment should be developed. The
challenge that this minisymposium
hopes to address is how one can
integrate physical/chemical laws, which
provide a potentially infinite source
of data and encode invariances and
symmetries that govern the behavior of
physical systems, with the undisputed
ability of un/semi/supervised

learning tools for extracting patterns,
learning relationships and effecting
dimensionality reductions.

Organizer: Nicholas Zabaras
University of Notre Dame, U.S.
9:45-10:05 Neural Networks Learning
Quantum Chemistry

Olexandr Isayev, University of North
Carolina at Chapel Hill, U.S.

continued in next column

10:10-10:30 Enforcing Physical

Constraints in Machine Learning with

Application to Fluid Flows

Jinlong Wu and Yang Zeng, Virginia Tech,
U.S.; Karthik Kashinath, Adrian Albert, and
Mr Prabhat, Lawrence Berkeley National
Laboratory, U.S.; Heng Xiao, Virginia Tech,
U.S.

10:35-10:55 Spatio-temporal Tensor

Super-resolution using Chemical Priors

Chandrajit Bajaj, University of Texas at
Austin, U.S.; Pradeep Ravikumar, Carnegie
Mellon University, U.S.

11:00-11:20 Physics-constrained

Surrogates for Reduced-order

Modeling and Uncertainty

Quantification

Constantin Grigo and Phaedon-Stelios
Koutsourelakis, Technische Universitit
Miinchen, Germany
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MS110

Recent Advances in
Machine Learning and
Data-driven Methods for
Physical Sciences - Part | of
!

9:45a.m.-11:25 a.m.

Room: 111C

For Part 2 see MS143

Despite the remarkable increase in
computational power, most real-
world systems are still too complex

to simulate in full details. How to
utilize available data to facilitate/
accelerate the simulations becomes
increasingly important in the recent
years. Among all methods, and data-
driven approaches incorporating
machine learning techniques prove
themselves as indispensable algorithmic
tools for real-world applications. This
minisymposium focuses on recent
developments in algorithms and
applications based on data-driven

and machine learning approaches.
Topics include data-driven surrogate
construction, Bayesian parameters
inferences and physics-informed
machine learning retracts information
of a significant amount real data and
provides guides for the system design,
decision-making, etc. Applications
include problems from computational
chemistry, geoscience and hydrology.

Organizer: Jing Li

Pacific Northwest National Laboratory, U.S.

Organizer: Xueyu Zhu
University of lowa, U.S.

Organizer: Ling Guo
Shanghai Normal University, China

9:45-10:05 Approximate Bayesian

Model Inversion for PDEs with

Unknown Parameters and

Constitutive Relations

David A. Barajas-Solano and Alexandre M.
Tartakovsky, Pacific Northwest National
Laboratory, U.S.

continued in next column

10:10-10:30 Physics Informed Deep

Neural Networks in the Data Limited

Regime

Carlos Ortiz-Marrero, Pacific Northwest
National Laboratory, U.S.

10:35-10:55 Maximum Entropy
Inference for Learning Model
Parameters when Data is Unreported

Tiernan Casey, Sandia National Laboratories,
U.S.

11:00-11:20 Multifideity Informed

Neural Network in Reduced Order

Modeling

Chuan Lu and Xueyu Zhu, University of
Towa, U.S.

Tuesday, February 26

MS111

Scalable Parallel Multigrid
Solvers - Part | of Il

9:45a.m.-11:25 a.m.

Room: 300A

For Part 2 see MS144

Multigrid methods are a common tool
for solving large-scale sparse linear
systems, particularly those arising from
discretized partial differential equations.
However, parallel multigrid methods
suffer from reduced scalability as a
result of large costs associated with
communication. A number of algorithmic
and implementation optimizations
reduce communication requirements and
yield improved scalability. This session
provides a variety of talks on state-of-
the-art multigrid solvers and methods
for improved scalability of parallel
implementations with application that
extend beyond the multigrid setting.

Organizer.: Amanda Bienz

University of Illinois at Urbana-Champaign,

U.S.

9:45-10:05 Node-aware

Communication in Parallel AMG

Luke Olson, Amanda Bienz, and William D.
Gropp, University of Illinois at Urbana-
Champaign, U.S.

10:10-10:30 Scalable Structured

Solvers on Emerging Architectures

Andrew Reisner and Luke Olson, University
of Illinois at Urbana-Champaign, U.S.;
David Moulton, Los Alamos National
Laboratory, U.S.

10:35-10:55 Robust AMG Solvers for

Linear Elasticity Problems

Ruipeng Li and Robert D. Falgout, Lawrence
Livermore National Laboratory, U.S.;
Victor A. Paludetto Magri, University of
Padova, Italy

11:00-11:20 Large Scale Parallel

Solution Methods for Electromagnetic

Simulations

Jonathan J. Hu, Christian Glusa, and Paul
Lin, Sandia National Laboratories, U.S.



SIAM Conference on Computational Science and Engineering

85

Tuesday, February 26

MS112

Recent Advances in Model
Reduction and Uncertainty
Quantification - Part | of Il

9:45a.m.-11:25 a.m.

Room: 300B

For Part 2 see MS145

Despite unprecedented computational
power, simulating high-dimensional
numerical problems or large-scale
models describing complex physical
phenomena may require weeks on
supercomputers. Reducing computational
costs of these models while preserving
high fidelity is essential for handling
onerous many-query applications in
computational science and engineering.
This minisymposium will focus on
recent mathematical and computational
advances in reduced order modeling
and its application in uncertainty
quantification. Topics will include novel
enhancements to the state-of-the-art
reduced order modeling techniques

in the linear and nonlinear settings,
development in low-rank approximation
methods for stochastic problems, etc.
The speakers in this minisymposium
will discuss work towards broader
model order reduction and data-driven
approaches that are necessary to support
a wide range of physical, biological, and
aerospace applications.

Organizer: Jiahua Jiang
Virginia Tech, U.S.

Organizer: Kookjin Lee
Sandia National Laboratories, U.S.
9:45-10:05 Low-rank Solution Methods
for Stochastic Eigenvalue Problems
Tengfei Su and Howard C. Elman, University
of Maryland, College Park, U.S.
10:10-10:30 A Low-rank Multigrid
Method for the Stochastic Steady-
state Diffusion Equation

Howard C. Elman and Tengfei Su, University
of Maryland, College Park, U.S.

continued in next column

10:35-10:55 Reduced Basis Method:

Recent Improvements on Efficiency

and Robustness

Yanlai Chen, University of Massachusetts,
Dartmouth, U.S.; Jiahua Jiang, Virginia
Tech, U.S.; Akil Narayan, University of
Utah, U.S.

11:00-11:20 Rank-adaptive Tensor

Recovery Based Model Reduction for

PDEs with High-dimensional Random

Inputs

Kejun Tang and Qifeng Liao, ShanghaiTech
University, China

Tuesday, February 26

MS113

Recent Advances in
Computational Methods for
High Dimensional Bayesian
Inversion - Part | of Il

9:45a.m.-11:25 a.m.

Room: 300C

For Part 2 see MS146

In many practical Bayesian inverse
problems, the parameters of interest
are of very high dimensions. On

the other hand, the relation between
the parameters and the data is often
described by computationally intensive
mathematical models. Thus, developing
efficient and accurate algorithms for
such high dimensional problems poses
a big challenge computationally. The
purpose of this minisymposium is

to bring researchers from different
fields to discuss the recent advances

in computational methods for such
problems.

Organizer: Qifeng Liao
ShanghaiTech University, China

Organizer: Jinglai Li
Shanghai Jiao Tong University, China

9:45-10:05 Bayesian Inference for

Structural Error Quantification

Khachik Sargsyan, Sandia National
Laboratories, U.S.; Xun Huan, University
of Michigan, U.S.; Habib N. Najm, Sandia
National Laboratories, U.S.

10:10-10:30 An Approximate Empirical

Bayesian Method for Large-Scale

Linear-Gaussian Inverse Problems

Jinglai Li, Shanghai Jiao Tong University,
China

10:35-10:55 Bayesian Identification

of Discontinuous Fields with an

Ensemble-based Variable Separation

Multiscale Method

Lijian Jiang, Tongji University, China; Guang
Lin, Purdue University, U.S.; Na Ou,
Hunan University, China

11:00-11:20 Title Not Available
Xiang Zhou, City University of Hong Kong,
Hong Kong
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MS114

BE: Broader Engagement
Technical Research - Part |
of Il

9:45a.m.-11:25 a.m.

Room: 302A

For Part 2 see MS148

The Broader Engagement (BE)
minisymposium brings together faculty,
researchers, and students from a variety
of CSE19 conference theme disciplines.
The BE program offers a dynamic
program aimed at promoting diversity and
inclusion through travel grants to SIAM
CSE conferences and opportunities for
the CSE community to learn about and
support diversity and inclusion. This
minisymposium features presentations of
research from BE funded participants and
faculty funded through the Sustainable
Research Pathways program organized
by the Sustainable Horizons Institute and
funded by Lawrence Berkeley National
Laboratory.

Organizer: Mary Ann E. Leung

Sustainable Horizons Institute, U.S.

Organizer: Nitin Sukhija

Slippery Rock University, U.S.

9:45-10:05 Data Quality Challenges
with Missing Values and Mixed Types in
Joint Sequence Analysis

Alina Lazar, Youngstown State University,
U.S.

10:10-10:30 Parallel High-resolution
Compact Krylov-FFT-type Algorithms
for Subsurface Scattering Problems
Yury Grazin, Ronald L. Gonzales, and Yun
Teck Lee, Idaho State University, U.S.

10:35-10:55 Parallel High-resolution

Compact Schemes for Thermall

Convection Simulation

Ronald L. Gonzales and Yuiry Gryazin, Idaho
State University, U.S.

11:00-11:20 Scalable Direct Solver
for Compact Stencil Calculations on
Rectangular Grids

Yun Teck Lee, 1daho State University, U.S.

Tuesday, February 26

MS115

BE: Securing Extreme-
Scale Scientific Computing

9:45a.m.-11:25 a.m.
Room: 302B

Securing High Performance
Computing (HPC) systems from
internal threats is becoming extremely
challenging due to the number and
the heterogeneous nature of their
components and due to the complex
interactions among them. Such
systems are usually shared by a
number of internal users that, even
unintentionally, could introduce
malicious software. Given the HPC
Systems encompasses large amount
of available resources, such, as CPU,
memory and network, these systems
are of particular interest to prospective
adversaries, who could potentially
exploit these systems in order to
launch further attacks towards other
resources in the HPC environments.
Moreover, storing data generated by
monitoring tools and security products
for offline analysis has become
unfeasible as well. Thus, protecting
HPC systems has become extremely
challenging for the scientists given
the typical issues related to Big Data
and complex and heterogeneous
nature of these infrastructures.
Through series of invited talks, this
minisymposium aims to highlight the
collaborative efforts that are underway
to develop and deploy effective
solutions for protecting the distributed
cyberinfrastructure (CI) supporting
scientific research workflows. The
focus of this minisymposium is to
encourage, educate and map the views
and perspectives identified to a list of
core challenges for developing action
plans and potential collaborations

for securing scientific fidelity of
computing systems.

Organizer: Nitin Sukhija
Slippery Rock University, U.S.

continued in next column

9:45-10:05 Cybersecurity for
Trustworthy Science: The NSF
Cybersecurity Center of Excellence
Von Welch, Indiana University, U.S.
10:10-10:30 Minisymposterium:
Leveraging Data Analytics Tools for
Fraud Prevention
Blair William, University of Pittsburgh
Medical Center, U.S.

10:35-10:55 Cyber Security in a High

Performance Computing Environment

David Dampier, University of Texas, San
Antonio, U.S.

11:00-11:20 Resilience Modeling

and Analysis of Scheduling Scientific
Applications

Nitin Sukhija, Slippery Rock University, U.S.
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Tuesday, February 26

MS116

Advances in Unstructured
Mesh Algorithms and their
Applications - Part | of I

9:45 a.m.-11:25 a.m.

Room: 303A

For Part 2 see MS150

Unstructured meshes continue to be
utilized in many computational science
and engineering simulations. Recently,
advancements have been made to
unstructured mesh algorithms in several
areas including optimization-based mesh
quality improvement, hybrid volume
meshing, multi-material remapping,
and moving meshes to list just a few.

In addition, meshes have been used

in interesting applications involving
fluid-structure interaction, and many
others. This minisymposium will
feature presentations on some of these
advancements in meshing algorithms
and their applications.

Organizer: Mike Stees
University of Kansas, U.S.

Organizer: Suzanne M. Shontz
University of Kansas, U.S.

9:45-10:05 A Vision for Research in
Unstructured Mesh Generation

Suzanne M. Shontz, University of Kansas,
U.S.

10:10-10:30 Data Remapping

between Distributed General

Unstructured Meshes

Gary Dilts, Rachel Ertl, Charles R.
Ferenbaugh, Rao V. Garimella, Angela
Herring, Eugene Kikinzon, Chris Malone,
Navamita Ray, Daniel Shevitz, and Jan
Velechovsky, Los Alamos National
Laboratory, U.S.

10:35-10:55 Size Field Driven
Advancing Layer and Hex Core
Hybrid Volume Meshing

John P. Steinbrenner, Pointwise, Inc., U.S.

11:00-11:20 Combining Structured

and Unstructured Meshing for

Efficient and Robust 3D Fluid-structure

Interaction Applications

Yongxing Wang, Peter K. Jimack, and Mark
A. Walkley, University of Leeds, United
Kingdom

Tuesday, February 26

MS117

Batched BLAS: API
Standardization, Libraries,
and Applications - Part | of Il

9:45a.m.-11:25 a.m.

Room: 303B

For Part 2 see MS151

The Basic Linear Algebra Subprograms
(BLAS) are the most widely accepted
standard in high performance dense
matrix computation. The unified BLAS
API, which is implemented by many
vendors and research groups, enables
performance portability for many
applications across different architectures
and platforms. The past few years have
witnessed a continuously growing
interest in optimizing BLAS for a batch
of small independent problems, hence
the name “Batched BLAS”. Such interest
is driven by numerous applications,
including tensor contractions, sparse
solvers, astrophysics, quantum chemistry,
and many others. This minisymposium
(MS) covers a wide range of ongoing
research activities about the Batched
BLAS. The MS features three main
categories of research. The first

one covers standardization of the
Batched BLAS API, as well as the
next-generation BLAS to support
reproducibility and extended precisions.
The second category features many
libraries, from different vendors and
research groups, that provide optimized
Batched BLAS routines on different
hardware architectures. The third
category highlights several scientific
applications where optimized Batched
BLAS has a great impact as a critical
building block. At the end of the MS,
the audience will be aware of the latest
developments in Batched BLAS. The MS
also provides an excellent collaboration
opportunity between the Batched BLAS
research community and potential
application developers.

continued in next column

Organizer: Ahmad Abdelfattah

University of Tennessee, Knoxville, U.S.

Organizer: Stanimire Tomov
University of Tennessee, Knoxville, U.S.

9:45-10:05 Standardization of the

Batched BLAS

Sven J. Hammarling, University of
Manchester, United Kingdom

10:10-10:30 CUDA Linear Algebra and
High Performance Tensor Primitives
Cris Cecka, NVIDIA, U.S.

10:35-10:55 Batched Blas Moving

Forward in MAGMA

Ahmad Abdelfattah, University of Tennessee,
Knoxville, U.S.; Azzam Haidar, NVIDIA,
U.S.; Stanimire Tomov, University of
Tennessee, Knoxville, U.S.; Jack J.
Dongarra, University of Tennessee and Oak
Ridge National Laboratory, U.S.

11:00-11:20 Toward Fast Eigensolvers

for Electronic Structure Calculations

using Low-rank Approximations

Kadir Akbudak, Ali M. Charara, David E.
Keyes, Hatem Ltaief, Aleksandr Mikhalev,
and Dalal Sukkari, King Abdullah
University of Science & Technology
(KAUST), Saudi Arabia
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MS118

Hydrodynamics at Small
Scales: Fluctuating
Hydrodynamics - Part | of |l

9:45 a.m.-11:25 a.m.

Room: 201B

For Part 2 see MS152
Featured Minisymposium

With the increased interest in nano- and
micro-fluidics, as well as biological
systems, it has become necessary

to develop tools for hydrodynamic
calculations at microscopic and
mesoscopic scales. This minisymposium
will focus on advances in multiscale
numerical methods for simulating flows
at mesoscopic scales. Coarse-grained
models cover a broad range of time and
length scales by incrementally sacrificing
physical fidelity for computational
efficiency. Of particular interest will be
fluctuating hydrodynamics of complex
fluids such as reactive mixtures,
colloidal passive and active suspensions,
and multi-phase fluids. Issues to be
discussed will include the inclusion

of thermal fluctuations in analytical

and computational models, as well as
applications in the physical sciences,
biology, and engineering.

Organizer: Aleksandar Donev

Courant Institute of Mathematical Sciences,

New York University, U.S.

9:45-10:05 Low Mach Number

Fluctuating Hydrodynamics for

Electrolytes

John B. Bell, Lawrence Berkeley National
Laboratory, U.S.

10:10-10:30 Hybrid Discrete-continuous

Dynamics Method for Chemically-

powered Nanomotors

Nikolaos Voulgarakis, Washington State
University, U.S.

continued in next column

10:35-10:55 Nano Hydrodynamics

Near Walls

Jaime Arturo de la Torre and Diego
Duque-Zumajo, Universidad Nacional
de Educacién a Distancia, Spain; Diego
Camargo, Universidad Nacional de
Colombia, Colombia; Pep Espafiol,
Universidad Nacional de Educacién a
Distancia, Spain

11:00-11:20 Fluctuating

Hydrodynamics of Flow through Porous

Membranes

Daniel R. Ladiges, Lawrence Berkeley
National Laboratory, U.S.

Tuesday, February 26

MS119

Model Reduction

for Problems with

Strong Convection,

Sharp Gradients, and
Discontinuities - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 201C

For Part 2 see MS153
Featured Minisymposium

Model reduction exploits that many
phenomena of interest in science and
engineering can be approximated well
by problem adapted low-dimensional
subspaces of the high-dimensional
solution spaces. Reduced bases

are a prominent example, but also
proper orthogonal decomposition and
polynomial chaos can be seen from
this perspective. However, if coherent
structures (e.g., wave fronts or shocks)
travel through the physical domain, then
traditional model reduction techniques
typically fail because these structures
introduce high-dimensional features.
This minisymposium highlights recent
advances in model reduction methods
that recover low-dimensionality in
convection-dominated problems

via transformations, adaptive bases,
separation of transport, and other
techniques.

Organizer. Maciej Balojewicz
University of Illinois at Urbana-Champaign,
U.S.

Organizer: Benjamin
Peherstorfer

Courant Institute of Mathematical Sciences,
New York University, U.S.

Organizer. Gerrit Welper
University of Central Florida, U.S.
9:45-10:05 Dynamic Coupling of Full
and Reduced Models via Randomized
Online Basis Updates
Benjamin Peherstorfer, Courant Institute
of Mathematical Sciences, New York
University, U.S.

continued on next page



SIAM Conference on Computational Science and Engineering

89

10:10-10:30 Reduced Basis Methods for
Wave and Schrédinger Equations
Karsten Urban, University of Ulm, Germany

10:35-10:55 The Shifted Pod: A Data

Based Model Reduction for Situations

with Multiple Transports - Formulations

and Application Aspects

Julius Reiss, Philipp Schulze, and Volker
Mehrmann, Technische Universitit Berlin,
Germany

11:00-11:20 Model Reduction for

Compressible Fluids: Application to

Uncertainty Quantification

Remi Abgrall, Roxana Crisovan, and Davide
Torlo, Universitit Ziirich, Switzerland;
Svetlana Tokareva, Los Alamos National
Laboratory, U.S.

Tuesday, February 26

MS120

Structure Preserving
Techniques for Hyperbolic
Systems - Part | of Il

9:45a.m.-11:25 a.m.

Room: 202A

For Part 2 see MS154

The generalization of the maximum
principle to hyperbolic systems is the
notion of convex invariant domains.
The key property defining an invariant
domain is that for any initial data in

the domain in question, the (entropy
satisfying) solution to the hyperbolic
system remains in the domain. For
instance positive density and positive
internal energy are invariant properties
for the compressible Euler equations;
likewise, positive water height is

an invariant property of the shallow
water equations. Invariant domain
preserving numerical methods are

those that preserve invariant domains.
Many first-order methods are known

to be invariant-domain preserving, but
extending theses techniques to higher-
order is non-trivial. The difficult balance
consists of being invariant, high-order
accurate and to satisfy enough entropy
inequalities for the numerical solution to
converge to an entropy solution. These
three constraints are difficult to achieve
at the same time, but are essential to get
robust and accurate methods. Invariant-
domain preserving are important

in any application where being 'in
bounds' is essential. The objective of
minisymposium is to gather specialists
to present the latest developments on the
above topic and share new ideas. The
minisymposium will particularly focus
on the approximation of hyperbolic
systems.

Organizer: Jean-Luc

Guermond
Texas A&M University, U.S.

Organizer: Xiangxiong Zhang
Purdue University, U.S.

continued in next column

9:45-10:05 High Order Accurate Bound-
preserving Compact Finite Difference
Schemes for Scalar Convection Diffusion
Equations

Xiangxiong Zhang, Purdue University, U.S.

10:10-10:30 Entropy Stable and Well-
balanced Discontinuous Galerkin
Methods for the Shallow Water Equations
Yulong Xing, Ohio State University, U.S.

10:35-10:55 Hybrid Methods for

Radiation Transport

Cory Hauck, Oak Ridge National Laboratory,
U.S.

11:00-11:20 High-order Convex Limiting
for Conservation Equations

Ignacio Thomas, Sandia National Laboratories,
U.s.



90

SIAM Conference on Computational Science and Engineering

Tuesday, February 26

MS121

Theoretical and
Computational
Advancements in Ice-
Sheet Modeling - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 202B

For Part 2 see MS155

The demand for more accurate answers
to questions regarding the future of

the Earth's climate is a driving force
for the development of Earth System
Models (ESMs). Such questions
include, for instance, assessment of
climate sensitivity, and quantification
of Sea Level Rise (SLR). To answer
these questions, ESMs are pushing
toward higher resolution, both in
computational terms (the number of
degrees of freedom), and in terms of
the physical processes included in the
model. When it comes to quantifying
SLR, accurate and robust models

for ice sheets dynamics are key to
achieve reliable predictions. In this
respect, advancements in both the
computational and modeling aspects are
equally important. In fact, discretization
of the governing equations of ice-sheet
dynamics usually lead to difficult
mathematical problems, which require
robust and efficient solvers. On the
other hand, an accurate modeling of ice-
sheets movement can involve physical
processes at completely different time
and space scales, and may involve
physical quantities that are hard (if
possible at all) to measure directly.
This minisymposium will feature
presentations aimed at improving the
efficiency and reliability of ice-sheet
components of ESMs. Topics of interest
are: algorithmic advancements, next-
generation HPC software development,
model parametrizations and model
extensions, multiphysics couplings,
data assimilation and uncertainty
quantification.

continued in next column

Organizer: Luca Bertagna
Sandia National Laboratories, U.S.

Organizer. Mauro Perego
Sandia National Laboratories, U.S.

Organizer: Jerry Watkins

Sandia National Laboratories, U.S.

Organizer: Irina K. Tezaur
Sandia National Laboratories, U.S.

Organizer: Daniel Martin

Lawrence Berkeley National Laboratory, U.S.

9:45-10:05 Performance Portability in

Albany Land Ice using Kokkos

Jerry Watkins and Irina K. Tezaur, Sandia
National Laboratories, U.S.

10:10-10:30 H-Div Conforming

Methods for Geodynamic Stokes Flow

Tobin Isaac, Georgia Institute of Technology,
U.S.

10:35-10:55 Parallel Graph Algorithms

to Remove Degenerate Features from

Ice Sheet Meshes, and Determine

Biconnectivity

lan Bogle, Rensselaer Polytechnic Institute,
U.S.; Karen D. Devine, Mauro Perego,
and Siva Rajamanickam, Sandia National
Laboratories, U.S.; George M. Slota,
Rensselaer Polytechnic Institute, U.S.

11:00-11:20 Inferring Past Temperature

Changes in Greenland using the

Unscented Transform

Jake Downs and Jesse Johnson, University
of Montana, U.S.; Jason Briner, State
University of New York at Buffalo, U.S.;
Nlcolas Young, Columbia University, U.S.;
Joshua Cuzzone, California Institute of
Technology, U.S.

Tuesday, February 26

MS122

High-order Solvers for Wave
Problems - Part | of Il

9:45a.m.-11:25 a.m.

Room: 202C

For Part 2 see MS156

Significant progress in the computational
simulation of waves has been made

in recent years from consideration

of efficient high-order wave solvers,
including finite-difference approaches,
Fourier-based methods, integral equation
methods, Galerkin differences, and
other high-order techniques. This
minisymposium considers ideas that
include the extension of Fourier methods
to non-periodic problems, new time-
stepping strategies beyond the standard
method-of-lines, sparse matrix inversion,
Galerkin difference approximations,
high-order summation by parts schemes
for seismic wave propagation and the
use of robust upwind schemes for wave
equations on overlapping structured
grids. The resulting methods have
provided important new mathematical
tools applicable to a wide range of areas
of science and engineering---including
electronics, photonics,meta-materials,
microscopy, remote sensing, imaging
and communications, among many
others: in some cases, the resulting
techniques have provided solutions to
previously intractable problems. This
session will focus on several important
topics that have recently attracted
particular attention in the field, including
modern finite-difference approaches,
frequency-time hybrids, Fourier-based
methods for general domains, fast high-
order integral-equation methods, and
Galerkin difference approximations.
This minisymposium includes important
recent contributions in the area and will
help to disseminate and advance the field.

continued on next page
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Organizer: Oscar P. Bruno
California Institute of Technology, U.S.

Organizer: William D. Henshaw
Rensselaer Polytechnic Institute, U.S.

9:45-10:05 High-order, Dispersionless,

Spatio-Temporally Parallel "Fast-

Hybrid" Wave Equation Solver at O(1)

Sampling Cost

Thomas Anderson and Oscar P. Bruno,
California Institute of Technology, U.S.;
Mark Lyon, University of New Hampshire,
U.S.

10:10-10:30 Higher-Order Implicit

Methods for the Navier-Stokes

Equations and Other Linear and

Nonlinear Waves

Max Cubillos, Wright-Patterson Air Force
Labs, U.S.

10:35-10:55 Approximating

Eigenvalue Clusters using FEAST and

Application to Beam Propagation

Jay Gopalikrishnan, Portland State
University, U.S.

11:00-11:20 High-order Upwind

Schemes for the Dispersive Maxwell

Equations

William D. Henshaw, Rensselaer Polytechnic
Institute, U.S.

Tuesday, February 26

MS123

Application of Fractional
Calculus in Material Science
and Engineering - Part | of Il

9:45a.m.-11:25 a.m.

Room: 203

For Part 2 see MS157

While the mathematics and computations
of fractional calculus have matured in
recent years, limited efforts have focused
on material science and engineering
applications. Fractional calculus has
been shown as an effective operator

in fractal media, viscoelasticity, and
control designs. While the fractional
integral has been used to describe the
fractal structure of materials which

leads to new thermodynamic relations,
the fractional derivative could be used

to describe viscoelasticity properties of
materials, not only does the calibration of
fractional models of viscoelasticity with
experimental measurements provides less
error compare to the integer one, but it
also provides more information about the
structure of a material. This area opens
up an application of fractional calculus
which may describe the multiscale
thermomechanical material behavior

of many polymers. On the other hand,
fractional calculus has been used in

the formulation of variational calculus,
Euler-Lagrange equations and optimal
control systems where the fractional
derivative has been replaced with the
integer derivative to create a new set

of necessary conditions that must be
satisfied by an optimal control law and
its associated state-control equations.
This minisymposium is designed to
bring together the research scholars

who are working in the application of
fractional calculus in material science
and engineering to present their results
and exchange ideas to propose future
research in this field.

continued in next column

Organizer: Somayeh

Mashayekhi
Florida State University, U.S.

Organizer: William Oates
Florida State University, U.S.

9:45-10:05 Modeling Diffusion Signal

Decay of Magnetic Resonance

Images

Richard L. Magin, University of Illinois at
Chicago, U.S.

10:10-10:30 Fractional Generalizations

of Gradient Elasticity and Higher

Order Diffusion

Elias Aifantis, Michigan Technological
University, U.S.; Konstantinos Parisis,
Aristotle University of Thessaloniki,
Greece

10:35-10:55 A Physical Interpretation

of Fractional Viscoelasticity Based on

the Fractal Structure of Media

Somayeh Mashayekhi, M. Yousuff Hussaini,
and William Oates, Florida State
University, U.S.

11:00-11:20 Fractional Viscoelasticity

of Auxetic Foams

Eugenia Stanisauskis, Florida State
University, U.S.; Paul Miles, North
Carolina State University, U.S.; William
Oates, Florida State University, U.S.



92

SIAM Conference on Computational Science and Engineering

Tuesday, February 26

MS124

Multiphysics Simulation with
MOOSE - Part | of Il

945 a.m.-11:25 a.m.

Room: 205

For Part 2 see MS158

The Multiphysics Object Oriented
Simulation Environment (MOOSE)
framework is Idaho National
Laboratory's (INL) premier open

source modeling and simulation tool.
Under development since 2008, and
available on GitHub since 2014, the
framework provides a flexible, powerful,
and analyst-friendly computational
environment for the numerical solution
of partial differential equations via the
finite element method. The framework
is written in C++, supports parallel

1, 2, and 3D implicit and explicit

finite element simulations, and makes
extensive use of the finite element
building blocks provided by the libMesh
finite element library, the solvers

and preconditioners of PETSc, and

the parallel communication routines

of MPI. A major emphasis of the
framework is facilitating multiphysics
simulations by lowering the barriers

of entry which inevitably arise when
coupling different codes together, and
codifying these coupling methods into a
consistent programming interface. This
minisymposium aims to bring together
MOOSE users and developers to
discuss the latest developments within
the framework, as well as advances in
both public and internally-developed
MOOSE-based applications. Application
studies are welcome from all areas of
computational science, with a particular
emphasis on multiphysics simulation,
including algorithmic explorations

as well as scientific and engineering
studies enabled by MOOSE.

Organizer: John W. Peterson
Idaho National Laboratory, U.S.

Organizer. Cody J. Permann
Idaho National Laboratory, U.S.

continued in next column

9:45-10:05 An Overview of the

Multiphysics Simulation Capabilities of

MOOSE

Cody J. Permann, Idaho National Laboratory,
U.S.

10:10-10:30 Porous Media Thermal

Hydraulics Simulations of Pebble Bed

Nuclear Reactors using Pronghorn

April Novak, University of California,
Berkeley, U.S.; John Peterson and Ling
Zou, Idaho National Laboratory, U.S.;
Rachel Slaybaugh, University of California,
Berkeley, U.S.; Richard Martineau, Idaho
National Laboratory, U.S.

10:35-10:55 Moose Multiphysics
Simulations Employing Physics-based,
Transient Material Interfaces

James B. Tompkins, Texas A&M University,
U.S.

11:00-11:20 Electromagnetics

Simulations with Vector-valued Finite

Elements in MOOSE

Casey T. Icenhour, North Carolina State
University, U.S.; Alex Lindsay and Richard
Martineau, Idaho National Laboratory,
U.S.; Steven Shannon, North Carolina State
University, U.S.

Tuesday, February 26

MS125

Computational Tools and
Precision Medicine

9:45 a.m.-11:25 a.m.
Room: 206A

Precision Medicine challenges High
Performance Computing (HPC).
Challenges include analyzing large
amounts of data that is instrumental in
guiding precision medicine initiatives
using rich computational resources.
Precision Medicine also inspires HPC

as the large computing resources can
facilitating the acceleration of critical
discoveries thus providing valuable
insights and solutions. This symposium
will highlight some of the on-going
research, challenges and suitable
solutions. The coordination of data
generation and analysis cannot rely on
manual, centralized approaches as it is
predominately done today. One of the
talks in this symposium will discuss
combinations of machine learning and
data analytics approach along with

HPC techniques that can transition the
runtime analysis of larger and larger MD
trajectories towards the exascale era via
in situ data analytics. The second talk will
discuss advance computing capabilities,
collaborations, and solutions for cancer.
The third talk will share challenges for
analysis and visualization of atomic-detail
simulation of minimal cells on large-
scale computing platforms and how such
findings can create new opportunities for
the study of the structure and function

of large biomolecular complexes. The
fourth talk will present knowledge gained
by accelerating the prediction of the
evaluation of large protein conformational
ensembles that can lead to improved
strategies for drug discovery.

Organizer: Sunita
Chandrasekaran
University of Delaware, U.S.

9:45-10:05 Acceleration of Prediction of

Chemical Shift Structures

Sunita Chandrasekaran and Juan Perilla,
University of Delaware, U.S.

continued on next page
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10:10-10:30 In Situ Data Analytics for
Next Generation Molecular Dynamics
Workflows

Michela Taufer, University of Tennessee, U.S.

10:35-10:55 Challenges for Analysis

and Visuadlization of Atomic-detail

Simulations of Minimal Cells

John E. Stone, University of Illinois at
Urbana-Champaign, U.S.

11:00-11:20 Capabilities, Collaboration
and Cancer: Co-design for Advanced
Computing Solutions for Cancer

Eric Stahlberg, National Cancer Institute, U.S.

Tuesday, February 26

MS126

Data Assimilation and
Optimization in Physiologic
Modeling - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 206B

For Part 2 see MS160

Physics-based modeling for biological
systems has been advanced over the
past decade and plays an increasingly
important role in understanding the
underlying physiological mechanism
and assisting clinical management

of associated diseases. Although
increased model complexity can better
reveal detailed information of the
biological system, it also poses great
difficulties on how to calibrate the
model to be patient-specific. Clinical
measurement data (e.g., medical
imaging) can be utilized to perform
model calibration and parameter/
hidden state estimation, which can

be formularized as inverse problems.
Therefore, proper optimization tools
and data assimilation techniques

are needed. However, solving these
inverse problems is challenging due
to large inter-patient variability and
increased computational complexity.
Moreover, large uncertainties from
both clinical data and computational
model also pose more difficulties.
This minisymposium hopes to address
the aforementioned challenges by
reviewing and discussing recent
advances in developing efficient
optimization/data assimilation
approaches and quantifying associated
uncertainties for inverse problems in
biomedical applications.

continued in next column

Organizer: Shawn Shadden
University of California, Berkeley, U.S.

Organizer: Jian-Xun Wang
University of Notre Dame, U.S.

9:45-10:05 Improving Convergence

of Ilterative Ensemble Kalman Filter

by Preventing “Early Stopping” via a

Resampling Approach

Jian-Xun Wang, University of Notre Dame,
U.S.; Jiacheng Wu and Shawn Shadden,
University of California, Berkeley, U.S.

10:10-10:30 Sensitivity Analysis, Model
Reduction and Parameters Estimation
for Thrombosis Modeling for CFD
Rodrigo Mendez, Simon Mendez, and Franck
Nicoud, University of Montpellier, France;
Didier Lucor, LIMSI-CNRS, France

10:35-10:55 Data Assimilation Methods
for Defective Boundary Data Problems
in Computational Hemodynamics
Alessandro Veneziani, Emory University, U.S.;
Rodrigo M. Romarowski, Simone Morganti,
and Ferdinando Auricchio, University
of Pavia, Italy; Adrien Lefieux, Emory
University, U.S.

11:00-11:20 Strategies for Handling

Uncertainties in Model Parameters

and Measurements for Cardiovascular

Applications

Leif Hellevik and Lucas Omar Mueller,
Norwegian University of Science and
Technology, Norway
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MS127

Design and Usability of
High-performance PDE
Software Engines and

Frameworks - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 206C

For Part 2 see MS161
Featured Minisymposium

The combined complexity of the
application areas being studied, the
applied numerical methods, and the
requirements of parallel hardware make
the development of high performance
PDE engines and frameworks a
challenging area of research. In this
minisymposium we bring together
users and developers of several PDE
software packages. We will discuss the
requirements and expectations that users
have of production-ready simulation
software as well as the design decisions
that go into the implementation of such
software.

Organizer: Anne Reinarz
Technische Universitit Miinchen, Germany

Organizer: David Ham
Imperial College London, United Kingdom

Organizer: Tobias Weinzierl
Durham University, United Kingdom

Organizer: Michael Bader
Technische Universitit Miinchen, Germany
9:45-10:05 The Dividends of Investing
in Computational Software Design

Anshu Dubey, Argonne National Laboratory,
U.s.

10:10-10:30 Modularity of Lowlevel
Forest-of-octree Libraries

Johannes Holke, German Aerospace Center
(DLR), Germany; Carsten Burstedde,
Universitidt Bonn, Germany

10:35-10:55 Exahype - An Exascale
Engine for Solving Hyperbolic PDEs

Tobias Weinzierl, Durham University, United
Kingdom

continued in next column

11:00-11:20 Firedrake: High

Productivity High Performance

Simulation

David Ham, Imperial College London,
United Kingdom; Lawrence Mitchell,
Durham University, United Kingdom;
Thomas H. Gibson, Tianjiao Sun, and
Miklés Homolya, Imperial College
London, United Kingdom; Rob C.
Kirby, Baylor University, U.S.; Paul
Kelly, Imperial College London, United
Kingdom

Tuesday, February 26

MS128

Exascale Applications with
High-Order Methods - Part |
of Il

9:45 a.m.-11:25 a.m.

Room: 206D

For Part 2 see MS162

High-order discretizations have the
potential to provide an optimal strategy
for achieving high performance and
delivering fast, efficient, and accurate
simulations on next-generation
architectures. This minisymposium
will discuss the next-generation high-
order discretization algorithm, based on
finite/spectral element approaches that
will enable a wide range of important
scientific applications to run efficiently
on future architecture.

Organizer: MiSun Min
Argonne National Laboratory, U.S.

Organizer: Paul Fischer
University of Illinois at Urbana-Champaign,
U.s.

9:45-10:05 Bernstein-Bezier Techniques

in High Order Finite Element Analysis

Mark Ainsworth and Shuai Jiang, Brown
University, U.S.

10:10-10:30 Nektar++: Development

of Large Scale, Spectral/Hp Element

Simulation of Flow around Complex

Geometries of Industrial Interest

Spencer Sherwin, Imperial College London,
United Kingdom; David Moxey, University
of Exeter, United Kingdom; Chris
Cantwell, Imperial College London, United
Kingdom; Mike Kirby, University of Utah,
U.S.; Joaquim Peiro, Imperial College
London, United Kingdom

10:35-10:55 A Performance Portable

Implementation of the Spectral

Elements Atmosphere Dynamical

Core of E3SM

Luca Bertagna, Michael Deakin, Oksana
Guba, Daniel Sunderland, Andrew
Bradley, Irina K. Tezaur, Mark A. Taylor,
and Andrew Salinger, Sandia National
Laboratories, U.S.

11:00-11:20 Efficient Implementation

of a High Order Control Volume Finite

Element Scheme for Low-mach Flow

Robert Knaus, Sandia National Laboratories,
U.S.
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Tuesday, February 26

MS129

Performance Portability
and Numerical

Libraries: Challenges

and Opportunities for
Sustainable Science - Part
Il of ll

9:45a.m.-11:25 a.m.

Room: 207

For Part 1 see MS95
Featured Minisymposium

A software component is said to be
performance portable if it performs
well across a range of architectures and
problem configurations with modest
development and maintenance effort.
There are many programming tools
that strive to assist with portability, but
many challenges remain, especially
balancing vectorization with memory
locality across disparate architectures
and managing composition across
module boundaries where developers
must eschew assumptions about
environment and context. Optimized
numerical libraries provide an
opportunity to encapsulate any
necessary specialization in a form

that can be leveraged by many
applications, but innovative interfaces
and implementations are needed to
serve diverse user requirements and

to control complexity when porting
and optimizing for an ever-growing
range of architectures. This session
brings together exemplars, promising
techniques, and lessons learned in
developing robust performance-portable
applications and numerical libraries for
computational science and engineering

Organizer: Jed Brown
University of Colorado Boulder, U.S.

continued in next column

Organizer: Sunita
Chandrasekaran
University of Delaware, U.S.
Organizer: Rebecca J.
Hartman-Baker

Lawrence Berkeley National Laboratory, U.S.

9:45-10:05 Library Interface Design

and Performance Portability

Jed Brown, Jeremy Thompson, and Valeria
Barra, University of Colorado Boulder,
U.S.

10:10-10:30 BLIS: A Case Study in

Performance and Portability

Devangi N. Parikh and Field G. Van Zee,
University of Texas at Austin, U.S.

10:35-10:55 Raptor: Parallel

Algebraic Multigrid with Node-aware

Communication

Amanda Bienz, Luke Olson, and William D.
Gropp, University of Illinois at Urbana-
Champaign, U.S.

11:00-11:20 Performance Portability of

Communication Optimal GMRES

Katarzyna Swirydowicz and Stephen Thomas,
National Renewable Energy Laboratory,
U.S.; Julien Langou, University of
Colorado, Denver, U.S.; Shreyas Ananthan,
National Renewable Energy Laboratory,
U.S.; Ulrike Meier Yang, Lawrence
Livermore National Laboratory, U.S.

Tuesday, February 26

MS130

Computational Engineering
(BGCE) Student Paper Prize -
Part | of Il

9:45 a.m.-11:25 a.m.

Room: 401A

For Part 2 see MS164

The 7th Bavarian Graduate School in
Computational Engineering (BGCE)
Student Paper Prize will be awarded

at the 2019 SIAM CS&E Conference
for outstanding student work in the
field of Computational Science and
Engineering. Eligible for the prize will
be undergraduate and graduate students
prior to receiving their PhD. Candidates
are required to summarize their work

in a short paper of at most 4 pages. The
prize finalists will present their work in
this minisymposium. The prize award
announcement will be scheduled at one of
the last days of the conference.

Organizer: Tobias Neckel
Technische Universitit Miinchen, Germany
Organizer: Hans-Joachim
Bungaritz

Technische Universitit Miinchen, Germany

Organizer: Dietmar Fey

Universitdt Erlangen-Niirnberg, Germany
Organizer. Alexander Ditter
Universitdt Erlangen-Niirnberg, Germany
Speakers To Be Announced

See online program for an update on
this session.
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MS131

Homogenization and
Reduced Order Modelling
for Wave Equations - Part |
of Il

9:45a.m.-11:25 a.m.

Room: 401B

For Part 2 see MS165

Wave propagation in highly
heterogeneous media is very important
in applications ranging from geophysics
to complex engineered structures

such as metamaterials. It is also very
challenging computationally as short
waves induced by the medium do not
decay rapidly in space-time, and thus
must be modeled, while the medium
variability itself leads to dispersive
effects for longer waves. Speakers in
this minisymposium will discuss a
variety of techniques for treating these
challenging problems.

Organizer: Thomas M.

Hagstrom
Southern Methodist University, U.S.

Organizer: Daniel Appelo
University of Colorado Boulder, U.S.

9:45-10:05 Numerical

Homogenization for Waves using

Hermite Methods

Daniel Appelo, University of Colorado
Boulder, U.S.; Thomas M. Hagstrom,
Southern Methodist University, U.S.

10:10-10:30 Long Time
Homogenization of the Wave
Equation in Locally Periodic Media
Timothée Pouchon, Ecole Polytechnique
Fédérale de Lausanne, Switzerland

10:35-10:55 A Backscattering

Model Based on Corrector Theory

of Homogenization for the Random

Helmholiz Equation

Olivier Pinaud, Colorado State University,
U.S.

11:00-11:20 Sparse Data-driven

Reduced Order Models and Inverse

Scattering

Viadimir Druskin, Worcester Polytechnic
Institute, U.S.; Liliana Borcea, University
of Michigan, U.S.; Alexander V.
Mamonov, University of Houston, U.S.;
Mikhail Zaslavsky, Schlumberger-Doll
Research, U.S.

Tuesday, February 26

MS132

Latest Advances in
Topology and Shape
Optimization - Part | of Il

9:45a.m.-11:25 a.m.

Room: 401C

For Part 2 see MS166

Topology and shape optimization

are design methodologies to obtain
the optimal geometry of engineering
structures to minimize a cost function
while satisfying design constraints.
These methods are well established
design tools that have found industrial
application in recent years to design
materials with specific mechanical,
thermal, acoustic properties, etc. where
they can provide non-intuitive and more
optimal designs than the traditional
trial and error can do. However, many
challenges are still unresolved as these
methods are expanded to larger scale
problems with more complex physical
phenomena, requiring new numerical
methods, optimization formulations
and physical modeling. This
minisymposium aims to bring together
researchers whose works are intended
to extend the possibilities in topology
optimization towards larger problems
and new physics.

Organizer: Miguel Salazar de
Troya

Lawrence Livermore National Laboratory,
U.S.

9:45-10:05 A Stress Constrained Level
Set Topology Optimization Method
with the Cut Finite Element Method
Miguel Salazar de Troya, Lawrence
Livermore National Laboratory, U.S.;
Daniel Tortorelli, University of Illinois at
Urbana-Champaign, U.S.

continued in next column

10:10-10:30 Algorithmic Differentiation

for Shape Optimization Problems in the

High Level Finite Element Framework

FENniCS

Jorgen Dokken, Simon W. Funke, and
Sebastian Kenji Mitusch, Simula Research
Laboratory, Norway; Stephan Schmidt,
Universitit Wiirzburg, Germany

10:35-10:55 Latest Advances in

Topology and Shape Optimization

H. Alicia Kim, Sandilya Kambampati, and
Zongliang Du, University of California, San
Diego, U.S.

11:00-11:20 H-Div Based ZZ Error
Indicator for Adaptive Mesh
Refinement in Topology Optimization
Kenneth Swartz, University of Illinois
at Urbana-Champaign and Lawrence
Livermore National Laboratory, U.S.;
Youngsoo Choi, Jun Kudo, Miguel Salazar
de Troya, and Dan White, Lawrence
Livermore National Laboratory, U.S.; Dan
Tortorelli, University of Illinois at Urbana-
Champaign, U.S.
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Tuesday, February 26

MS133

Quantitative Image Analysis
- Part | of 1l

9:45 a.m.-11:25 a.m.

Room: 402A

For Part 2 see MS167

Image processing is ubiquitous in
today's world. However, it is often the
case that only a qualitative approach

is needed, for example segmenting
images on a smart phone app, in
which aesthetics are usually valued
over precision. For scientific imaging,
however, quantitative techniques

are necessary, and a wide variety of
approaches have been developed based
on the specific applications at hand.
From a computational standpoint,
interesting applications may involve
running queries on large data sets, for
instance those found in astronomy and
agriculture, or inverse problems, such
as those found in tomography and
computer vision. This minisymposium
will highlight several of the current
techniques used in scientific imaging
and discuss the computational
challenges involved with each approach.
A special focus will be on how these
challenges can inform other areas of
computational science and engineering.

Organizer: Laramie Paxton
Washington State University, U.S.

Organizer: Matthew Softile
Noddle.io, U.S.

9:45-10:05 Challenges in Quantitative
Image Analysis for Science and
Engineering

Matthew Sottile, Noddle.io, U.S.

10:10-10:30 Pulling 3D Cloud Structure

Out of Passive Overhead Imagery:

Observational and Computational

Challenges

Anthony B. Davis, California Institute
of Technology, U.S.; Quentin Libois,
Universite de Toulouse, France; Nicolas
Ferlay, Universite de Lille 1, France;
Aviad Levis and Yoav Schechner,
Technion Israel Institute of Technology,
Israel

continued in next column

10:35-10:55 Camera-Based,

Mobile Disease Surveillance using

Convolutional Neural Networks

Altansuren Tumurbaatar, Washington State
University, U.S.; Lauren Charles, Pacific
Northwest National Laboratory, U.S.;
Saiteja Abbu, State University of New
York, Albany, U.S.; Olatunde Madandola,
Georgia Southern University, U.S.; Liangyu
Tan, Towa State University, U.S.

11:00-11:20 Phase Transformation

Models as Regularizers for Electron

Microscope Imagery

Jeff Simmons, Air Force Research Laboratory,
U.S.; Amir Koushyar Ziabari, Purdue
University, U.S.; Jeffery Rickman, Lehigh
University, U.S.; Lawrence Drummy, Air
Force Research Laboratory, U.S.; Charles
Bouman, Purdue University, U.S.

Tuesday, February 26

MS134

Reproducibility in Network
Algorithms - Part | of Il

9:45a.m.-11:25 a.m.

Room: 402B

For Part 2 see MS168

The growing use of network analysis

in diverse critical applications, such as
drug design, recommendation systems
and criminal justice, has highlighted

the importance of creating reproducible
results. In this minisymposium, we
focus on the challenges in achieving
reproducibility in network analysis in
the context of (i) modeling networks
from raw data and (ii) in analyzing the
networks, particularly dynamic ones that
change with time. The first session will
focus on methods for creating networks
from data, and how modeling choices
affect the structure of the network. In
the second session, we will focus on the
analysis algorithms and how variations
in their design or implementation choices
can change the results.

Organizer: Sanjukta Bhowmick
University of Nebraska, Omaha, U.S.

Organizer: Boyana Norris

University of Oregon, U.S.

9:45-10:05 Graph Structure Inference:

Methodology and Applications

Ivan Brugere and Tanya Y. Berger-Wolf,
University of Ilinois at Chicago, U.S.

10:10-10:30 The Core Resilience of

Networks

Sucheta Soundarajan, Syracuse University,
U.s.

10:35-10:55 Constructing a Graph from

user Implicit Feedback

Haozhe Zhang, Iowa State University, U.S.;
Yan Qu and Shad Kirmani, eBay Research
Labs, U.S.

11:00-11:20 The Pursuit of

Reproducibility through Well Planned

and Executed Evidence Trails

Eric Stephan, Pacific Northwest National
Laboratory, U.S.
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MS135

WCD Workshop - 1 of 4
9:45 a.m.-11:25 a.m.

Room: 402C

For Part 2 see MS169
Part of the SIAM Workshop
Celebrating Diversity

Organizer: Talea Mayo
University of Central Florida, U.S.

Organizer: Shelby Wilson
Morehouse College, U.S.

Organizer: Rebecca E.

Morrison

University of Colorado Boulder, U.S.
9:45-10:05 Multi-scale Modeling
of Paracrine PDGF-driven Glioma
Growth and Invasion

Susan Massey, Mayo Clinic, U.S.

10:10-10:30 Accuracy and

Performance Tradeoffs for Robust

Porous Media Discretization with

Non-orthogonal Grids and Tensor

Coefficients

Reagan Cronin and Jed Brown, University of
Colorado Boulder, U.S.

10:35-10:55 An Uncertainty
Representation for Model
Inadequacy in a Field-scale
Contaminant Transport Model
Teresa Portone and Robert D. Moser,
University of Texas at Austin, U.S.

11:00-11:20 Computation of
Koopman Modes in Chaotic Systems

Nisha Chandramoorthy, Massachusetts
Institute of Technology, U.S.

Tuesday, February 26

CP7
Multilevel Methods
9:45 a.m.-11:25 a.m.

Room: 301

Chair: Ana Maria Soane, US Naval
Academy, U.S.

9:45-10:00 aSP-AMG: Adaptive

Smoothing and Prolongation

Algebraic MultiGrid

Victor A. Paludetto Magri, University of
Padova, Italy; Andrea Franceschini,
Stanford University, U.S.; Carlo Janna,
University of Padova, Italy

10:05-10:20 Multigrid
Preconditioning of Linear Systems
Arising in the Semismooth Newion
Solution of Distributed Optimal
Control of Elliptic Equations with
State Constraints
Jyoti Saraswat, Thomas More College,
U.S.; Andrei Draganescu, University of
Maryland, Baltimore County, U.S.

10:25-10:40 Multigrid Methods

for Optimal Control Problems

Constrained by Partial Differential

Equations with Random Data

Ana Maria Soane, US Naval Academy,
U.S.

10:45-11:00 Improved Convergence

of Highly Parallel Additive Multigrid

with Scaled Correction

Syam Vangara and Siva Nadarajah, McGill
University, Canada

Tuesday, February 26

CP8

Computational
Electromagnetics

9:45 a.m.-11:25 a.m.
Room: 201A

Chair: Zecheng Gan, University of Michigan,
U.s.

9:45-10:00 Simulating Nonlinear

Faraday Waves on a Cylinder

Saad Qadeer, University of North Carolina at
Chapel Hill, U.S.

10:05-10:20 Effects of Induced

Magnetic Field and Slip

Velocity on Transient Rotating

Magnetohydrodynamic Electroosmotic

Micropumps in a Slowly Varying

Periodically Micro-channel

Mohammed Abdulhameed, Federal Polytechnic
Bauchi, Nigeria

10:25-10:40 Fast Algorithms for the
Self-assembly of Charged Dielectric
Spheres
Zecheng Gan, University of Michigan,
U.S.; Weihua Geng, Southern Methodist
University, U.S.; Robert Krasny, University
of Michigan, U.S.

10:45-11:00 Modeling Diffusion Signal

Decay of Magnetic Resonance

Images

Richard Magin, University of Illinois,
Chicago, U.S.
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Tuesday, February 26
Career Fair

9:45 a.m.-11:45 a.m.
Room: Ballroom 100A

CSE Editorial Board Meeting
11:30 a.m.-1:00 p.m.

Room: Davenport Hotel -- Meeting Room
11

Lunch Break
11:30 a.m.-1:00 p.m.

Attendees on their own

Tuesday, February 26

PD4

Mentor-Mentee Mixer
11:30 a.m.-12:30 p.m.
Room: 111A

Chair: Alison Marsden, Stanford University,
U.s.

Chair: Katherine J. Evans, Oak Ridge
National Laboratory, U.S.

Chair: Stefan Wild, Argonne National
Laboratory, U.S.

The goal of this mixer is to provide a
casual and interactive opportunity for
students and junior scientists to interact
and build their network with more seniors
SIAM scientists. It is also provides

an opportunity for senior scientists to
learn first-hand about all the great next
generation science underway by the
newest members of the community.

Tuesday, February 26

PD5

Mid-Career Panel
11:30 a.m.-12:30 p.m.

Room: Conference Theater

Chair: Stefan Wild, Argonne National
Laboratory, U.S.

Chair: Alison Marsden, Stanford University,
U.s.

Chair: Katherine J. Evans, Oak Ridge
National Laboratory, U.S.

The goal of this panel is to provide
information and guidance to mid-
career scientists looking at the next
level of their career. Choices such as
line management, project management,
scientific impact are all considerations.
Several panelists with diverse
experiences will be on hand to discuss
their experiences with these options and
can provide some context to navigate the
often overlooked transition from early
career to senior scientist.

Misha Kilmer

Tufts University, U.S.

Sven Leyffer
Argonne National Laboratory, U.S.

Lois Curfman Mclnnes
Argonne National Laboratory, U.S.
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Tuesday, February 26

IP4

Fluid-Structure Interaction
in Medicine and Biology:
Methods, Models, and
Applications

1.00 p.m.-1:45 p.m.
Room: Ballroom 100BC

Chair: Matthew G. Knepley, State University
of New York at Buffalo, U.S.

Fluid-structure interaction (FSI) is
ubiquitous in nature and occurs at
molecular to environmental scales, from
the writhing of DNA in nucleoplasm, to
the beating of cilia and flagella and the
projection of lamellipodia and bleb-like
protrusions by motile cells, to the flow of
blood in the heart, to swimming fish and
flying birds and insects, to the dispersal
of seeds and pollen in the wind. This
talk will describe numerical methods
and computational infrastructure for FSI,
focusing on extensions of the immersed
boundary (IB) method for fluid-structure
interaction and applications of these
methods to various models in medicine
and biology. Different approaches

are needed for FSI involving rigid

and elastic structures, but both can be
addressed within the framework of the
IB method. I will discuss IB methods for
FSI with prescribed structural kinematics
and methods for FSI involving flexible
bodies that use nonlinear structural
dynamics formulations. I also will
describe new extensions of these
methods that aim to achieve higher-
order accuracy for applications involving
realistic biological and physiological
geometries. I will survey applications

of these IB methods in biology and
medicine, including flagellar mechanics,
aquatic locomotion and neuro-
mechanical feedback, and esophageal
transport. I will also detail ongoing work
to develop IB models of the heart and its
valves and applications to cardiovascular
medical devices.

Boyce E. Griffith
University of North Carolina at Chapel Hill,
U.S.

Tuesday, February 26

Coffee Break
1:45 p.m.-2:15 p.m.

Room: Ballroom Foyer

Career Fair
2:00 p.m.-4:00 p.m.

Room: Ballroom 100A

Tuesday, February 26

MS136

Scalable Optimization:
Paradigms, Tools, and
Applications - Part 1l of I

2:15 p.m.-3:55 p.m.
Room: Ballroom 100BC

For Part 1 see MS102

This minisymposium seeks to bring
together experts in different optimization
domains (PDEs, DAEs, stochastic,
global, data/learning, mixed-integer)

to discuss computational scalability
issues as well as strategies and tools to
overcome them.

Organizer: Victor M. Zavala
University of Wisconsin, Madison, U.S.

Organizer: Mihai Anitescu
University of Chicago, U.S.

Organizer: Kibaek Kim
Argonne National Laboratory, U.S.

2:15-2:35 Parallel Multigrid Reduction

in Time (MGRIT) Applied to Power Grid

Simulations

Carol S. Woodward and Robert D. Falgout,
Lawrence Livermore National Laboratory,
U.S.; Matthieu Lecouvez, CEA, France;
Jacob B. Schroder, University of New
Mexico, U.S.; Philip Top, Lawrence
Livermore National Laboratory, U.S.

2:40-3:00 Chordal Decompositions in

Semidefinite Programming: Trading

Stability for Scalability

Arvind Raghunathan, Mitsubishi Electric
Research Laboratories, U.S.; Larry Biegler,
Carnegie Mellon University, U.S.

3:05-3:25 Structured Modeling and

Decomposition Methods in Pyomo

Bethany Nicholson, Carl Laird, and John D.
Siirola, Sandia National Laboratories, U.S.

3:30-3:50 Scalable Gaussian Process
Computations using Hierarchical
Matrices
Christopher Geoga, Rutgers University,
U.S.; Mihai Anitescu, Argonne National
Laboratory, U.S.; Michael Stein, University
of Chicago, U.S.
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Tuesday, February 26

MS137

Toward Software
Ecosystems for
Computational Science
and Engineering

2:15 p.m.-3:55 p.m.
Room: Conference Theater

Software---cross-cutting technology
that connects advances in mathematics,
computer science, and domain-
specific science and engineering---is a
cornerstone of long-term collaboration
and progress in computational science
and engineering (CSE). As we leverage
unprecedented high-performance
computing resources to work toward
predictive science, software complexity
is increasing due to multiphysics and
multiscale modeling, the coupling of
simulations and data analytics, and
the demand for greater reproducibility
and sustainability, all in the midst

of disruptive architectural changes.
Applications increasingly require the
combined use of independent software
packages, whose development teams
have diverse sponsors, priorities,
software engineering expertise,

and processes for development

and release. The developers of
open-source scientific software are
increasingly encouraging community
contributions and considering more
effective strategies for connections
among complementary packages. This
speakers in this minisymposium will
discuss work toward broader software
interoperability and scientific software
ecosystems needed to support next-
generation CSE.

Organizer: Lois Curfmann
Mclnnes
Argonne National Laboratory, U.S.

Organizer: James Willenbring

Sandia National Laboratories, U.S.

continued in next column

2:15-2:35 xSDK: Foundations of a

Numerical Software Ecosystem for

High-performance CSE

Ulrike M. Yang, Lawrence Livermore
National Laboratory, U.S.

2:40-3:00 DUNE Collaborating via

Interfaces

Christian Engwer, University of Miinster,
Germany

3:05-3:25 An Innovative Method

for Integration of Simulation/Data/

Learning in the Exascale/Post-Moore

Era

Kengo Nakajima, University of Tokyo, Japan;
Takeshi Iwashita, Hokkaido University,
Japan; Takashi Shimokawabe, University of
Tokyo, Japan; Takahiro Katagiri, Nagoya
University, Japan; Hisashi Yashiro, RIKEN
Advanced Institute for Computational
Science, Japan; Hiroya Matsuba, RIKEN,
Japan

3:30-3:50 Software Development Kits:

A Software Integration Strategy for

CSE

James Willenbring, Sandia National
Laboratories, U.S.

Tuesday, February 26

MS138

Accelerating Electronic
Structure Calculations with
GPUs - Part Il of 1l

2:15 p.m.-3:55 p.m.
Room: 102A

For Part 1 see MS104

Several electronic structure codes

have been ported to GPUs in recent
years. However, with recent hardware
developments, particularly the
architecture of some of the new top
supercomputers in the world, taking
advantage of GPU accelerators is
becoming a more pressing need in this
field. In addition, since First-Principles
(quantum-based) molecular dynamics
can be computationally quite expensive,
being able to reduce time-to-solution
can significantly enhance the accuracy
of many simulations. Additionally larger
problems and longer timescales can be
explored. In this minisymposium, we
will discuss how electronic structure
codes, targeting various applications

in materials sciences, chemistry and
biology, are being adapted and ported to
GPU-based architectures. The speakers
will cover a broad range of algorithms,
models, languages and implementations
used today in a variety of codes, and
will discuss how these developments are
helping to push the computational limits
in real applications.

Organizer: Jean-Luc Fattebert
Oak Ridge National Laboratory, U.S.

Organizer: Susan Mniszewski
Los Alamos National Laboratory, U.S.

2:15-2:35 Petaflop Scale Electronic

Structure Calculations with RMG and

GPU Accelerators

Emil Briggs, Wenchang Lu, and Jerzy
Bernholc, North Carolina State University,
U.S.

2:40-3:00 GPU-accelerated Real

Space Electronic Structure Theory on

HPC Resources

William P. Huhn, Bjoern Lange, and Victor
Yu, Duke University, U.S.; Mina Yoon, Oak
Ridge National Laboratory, U.S.; Volker
Blum, Duke University, U.S.

continued on next page
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Tuesday, February 26

MS138

Accelerating Electronic
Structure Calculations with
GPUs - Part 1l of Il

continued

3:05-3:25 Development of Plane-

wave and O(N) Methods in

Nwchemex for Emerging Exascale

Machines

Eric J. Bylaska, Pacific Northwest National
Laboratory, U.S.

3:30-3:50 Large Scale Hybrid

Functional Plane Wave

Pseudopotential Density Functional

Theory Calculation on GPU Cluster

Weile Jia, University of California, Berkeley,
U.S.

Tuesday, February 26

MS139

Computational Challenges
at the Frontiers of Numerical
Relativity - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 102B

For Part 1 see MS105

In LIGO's first year of observing time,

it has detected gravitational waves from
five binary black hole mergers and
detected the first neutron star binary
inspiral. The analysis and interpretation
of LIGO data requires careful comparison
to model solutions of the gravitational
two-body problem. Some black hole
binaries, however, pose significant
challenges to both analytic approximation
techniques and numerical simulations.
The theme for our minisymposium
proposal is the computational challenges
in numerical relativity and gravity
research as we enter the era of regular
gravitational wave detections and multi-
messenger astronomy. This will include
discussion of numerical relativity and
gravitational wave searches, algorithms
for new physics, and new algorithms for
modern supercomputer architectures.
The speakers represent computational
scientists, physicists and data analysis
researchers who are working on the

next generation of codes for numerical
relativity. This talks will be of broad
interest and naturally combines expertise
and knowledge that reaches beyond
physics to computational and computer
science.

Organizer: Hari Sundar
University of Utah, U.S.

Organizer: David Neilsen

Brigham Young University, U.S.

2:15-2:35 Numerical Relativity in

the Age of Gravitational Wave

Observations

Deirdre Shoemaker, Georgia Institute of
Technology, U.S.

continued in next column

2:40-3:00 On the Development

and use of ADER-DG Methods

in Computational Relativistic

Astrophysics

Luciano Rezzolla, Max Planck Institute for
Gravitation Physics, Potsdam, Germany

3:05-3:25 Numerical Relativity,

Artificial Intelligence, Big Data

Analytics and High Performance

Computing: An Emergent

Transdisciplinary Paradigm to Realize

Multimessenger Astrophysics

Elliu Huerta, University of Illinois at Urbana-
Champaign, U.S.

3:30-3:50 Numerical Relativity at the

Extremes

Yosef Zlochower, Rochester Institute of
Technology, U.S.
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Tuesday, February 26

MS140

Computational Scalability
and Complex Geometry in
Integral Equation Methods -
Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 102C

For Part 1 see MS106

Due to recent advances in the underlying
technology, integral equations have
become highly competitive in attacking
the most challenging of elliptic, globally-
coupled PDE problems. However,
compared to a standard off-the-shelf
finite element methods, a larger amount
of machinery is involved, including

fast algorithms, preconditioners, and
singular quadrature methods. To make
this theoretically attractive family of
methods practically usable, many of these
components need to be readily available
in software form. This minisymposium
seeks to bring together practitioners and
researchers with the goal of encouraging
exchange of ideas and discovering
opportunities for collaboration in this
direction.

Organizer: Andreas Kloeckner
University of Illinois, U.S.

Organizer: Adrianna Gillman
Rice University, U.S.

Organizer: Timo Betcke

University College London, United Kingdom

2:15-2:35 A Fast Direct Solver for

Multilayered Quasi-periodic Scattering

Adrianna Gillman, Rice University, U.S.

2:40-3:00 Adaptive BEM with Inexact

PCG Solver Yields Almost Optimal

Computational Costs

Stefan Schimanko, Technische Universitaet
Wien, Austria

continued in next column

3:05-3:25 An Integral Equation Method

for the Cahn-Hilliard Equation in the

Wetting Problem

Shidong Jiang, New Jersey Institute of
Technology, U.S.; Andreas Kloeckner,
University of Illinois, U.S.; Xiao-Ping
Wang, Hong Kong University of Science
and Technology, Hong Kong; Xiaoyu
Wei, University of Illinois at Urbana-
Champaign, U.S.

3:30-3:50 Symbolic Computation

for Layer Potential Evaluation with

Quadrature by Expansion

Andreas Kloeckner, University of Illinois,
U.S.

Tuesday, February 26

MS141

Physics Motivated Problems
in Machine Learning - Part I
of li

2:15 p.m.-3:55 p.m.
Room: 111A

For Part 1 see MS108

There has been considerable recent
interest in using machine learning
techniques to solve or assist in the
solution of problems in the physical
sciences. In this minisymposium we
explore recent developments, particularly
focusing on learning unknown dynamics
or efficient representations of dynamics in
a reduced basis. We will also investigate
efforts to constrain learning algorithms to
produce more physical and interpretable
models.

Organizer: Samuel Rudy
University of Washington, U.S.

Organizer: J. Nathan Kutz
University of Washington, U.S.

Organizer: Steven Brunton
University of Washington, U.S.

2:15-2:35 Transfer Learning and
Generdalization in Physical Problems

Karthik Duraisamy, University of Michigan,
Ann Arbor, U.S.

2:40-3:00 Hidden Physics Models:
Machine Learning of Non-linear Partial
Differential Equations

Maziar Raissi, Brown University, U.S.

3:05-3:25 Deep Learning Algorithm for

the Data-driven Simulation of Noisy

Dynamical System

Kyongmin Yeo, IBM T.J. Watson Research
Center, U.S.

3:30-3:50 Physics-informed Neural
Networks

Paris Perdikaris, University of Pennsylvania,
U.s.
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Tuesday, February 26

MS142

Physics/Chemistry-aware
Machine Learning - Part Il
of Il

2:15 p.m.-3:55 p.m.
Room: 111B

For Part 1 see MS109

The explosive growth in machine
learning and data-sciences has
unavoidably affected computational
modeling of physical systems by
providing a powerful alternative to
overcoming traditional challenges in
chemical and physical simulations
pertaining to the large disparity in
scales,the extremely high-dimensionality
of the descriptions involved and the
gigantic, and often discrete, search
spaces in the design of new materials.
While a direct transfer and application of
machine learning tools to data generated
by physics/chemistry simulations and
experiments has already produced
promising results, it is becoming

more and more apparent that in order

to provide further breakthroughs a
synergistic environment should be
developed. The challenge that this
minisymposium hopes to address is how
one can integrate physical/chemical
laws, which provide a potentially
infinite source of data and encode
invariances and symmetries that govern
the behavior of physical systems, with
the undisputed ability of un/semi/
supervised learning tools for extracting
patterns, learning relationships and
effecting dimensionality reductions.

Organizer: Nicholas Zabaras

University of Notre Dame, U.S.

2:15-2:35 An Information-theoretic

Approach to Fusion of Multi-scale

Data and Models

Hannah Lu, Francesca Boso, and Daniel M.
Tartakovsky, Stanford University, U.S.

2:40-3:00 Neural Style Transfer for

Enriching Turbulent Flow

Ryan King, Peter Graf, and Michael Sprague,

National Renewable Energy Laboratory,
U.S.

continued in next column

3:05-3:25 Classical and Quantum

Machine Learning with Tensor

Networks

Miles Stoudenmire, Simons Foundation and
Flatiron Institute, U.S.

3:30-3:50 Learning Atomic Force
Fields with Compositional Neural
Networks

Risi Kondor, University of Chicago, U.S.

Tuesday, February 26

MS143

Recent Advances in
Machine Learning and Data-
driven Methods for Physical
Sciences - Part 1l of |l

2:15 p.m.-3:55 p.m.
Room: 111C

For Part 1 see MS110

Despite the remarkable increase in
computational power, most real-

world systems are still too complex

to simulate in full details. How to

utilize available data to facilitate/
accelerate the simulations becomes
increasingly important in the recent
years. Among all methods, and data-
driven approaches incorporating machine
learning techniques prove themselves as
indispensable algorithmic tools for real-
world applications. This minisymposium
focuses on recent developments in
algorithms and applications based

on data-driven and machine learning
approaches. Topics include data-driven
surrogate construction, Bayesian
parameters inferences and physics-
informed machine learning retracts
information of a significant amount real
data and provides guides for the system
design, decision-making, etc. Applications
include problems from computational
chemistry, geoscience and hydrology.

Organizer: Jing Li
Pacific Northwest National Laboratory, U.S.

Organizer: Xueyu Zhu
University of lowa, U.S.

Organizer: Ling Guo

Shanghai Normal University, China

2:15-2:35 Data-driven Approach of

Quantifying Uncertainty in Complex

Systems with Arbitrary Randomness

Jing Li, Huan Lei, Peiyuan Gao, and
Nathan Baker, Pacific Northwest National
Laboratory, U.S.

continued on next page
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2:40-3:00 Physics-informed GANs for

Stochastic Differential Equations

Liu Yang, Dongkun Zhang, and George Em
Karniadakis, Brown University, U.S.

3:05-3:25 Coupling of Non-intrusive

and Conventional RB Models for

Large-scale Structural Problems

Zhenying Zhang, Mengwu Guo, and Jan S.
Hesthaven, Ecole Polytechnique Fédérale
de Lausanne, Switzerland

3:30-3:50 Reducing Parameter Space

for Neural Network Training

Tong Qin, Ling Zhou, and Dongbin Xiu,
Ohio State University, U.S.

Tuesday, February 26

MS144

Scalable Parallel Multigrid
Solvers - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 300A

For Part 1 see MS111

Multigrid methods are a common tool
for solving large-scale sparse linear
systems, particularly those arising from
discretized partial differential equations.
However, parallel multigrid methods
suffer from reduced scalability as a
result of large costs associated with
communication. A number of algorithmic
and implementation optimizations
reduce communication requirements and
yield improved scalability. This session
provides a variety of talks on state-of-
the-art multigrid solvers and methods
for improved scalability of parallel
implementations with application that
extend beyond the multigrid setting.

Organizer: Amanda Bienz
University of Illinois at Urbana-Champaign,
U.S.

2:15-2:35 Multigrid Solver Integrated

Tree-Based Adaptive Refinement

({SITAR}) in {PETS}c

Mark Adams, Lawrence Berkeley National
Laboratory, U.S.; Matthew G. Knepley,
State University of New York at Buffalo,
U.S.; Tobin Isaac, Georgia Institute of
Technology, U.S.; Johann Rudi, Argonne
National Laboratory, U.S.

2:40-3:00 Parallel Performance of

Algebraic Multigrid with Domain

Decomposition

Wayne Mitchell, Heidelberg University,
Germany

continued in next column

3:05-3:25 Multilevel Convergence

Theory for Multigrid Reduction in Time

(MGRIT)

Robert D. Falgout, Lawrence Livermore
National Laboratory, U.S.; Andreas
Hessenthaler, University of Stuttgart,
Germany; Oliver Rohrle, Institut fiir
Mechanik (Bauwesen), Germany; Jacob B.
Schroder, University of New Mexico, U.S.;
Ben Southworth, University of Colorado
Boulder, U.S.

3:30-3:50 Performance of Parallel

Approximate Ideal Restriction Multigrid

(pair) with Applications in Transport

Joshua Hanophy, Texas A&M University,
U.S.; Ben Southworth, University of
Colorado Boulder, U.S.; Ruipeng Li,
Lawrence Livermore National Laboratory,
U.S.
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MS145

Recent Advances in Model
Reduction and Uncertainty
Quantification - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 300B

For Part 1 see MS112

Despite unprecedented computational
power, simulating high-dimensional
numerical problems or large-scale
models describing complex physical
phenomena may require weeks on
supercomputers. Reducing computational
costs of these models while preserving
high fidelity is essential for handling
onerous many-query applications in
computational science and engineering.
This minisymposium will focus on recent
mathematical and computational advances
in reduced order modeling and its
application in uncertainty quantification.
Topics will include novel enhancements
to the state-of-the-art reduced order
modeling techniques in the linear and
nonlinear settings, development in
low-rank approximation methods for
stochastic problems, etc. The speakers in
this minisymposium will discuss work
towards broader model order reduction
and data-driven approaches that are
necessary to support a wide range of
physical, biological, and aerospace
applications.

Organizer: Jiahua Jiang
Virginia Tech, U.S.

Organizer: Kookjin Lee
Sandia National Laboratories, U.S.
2:15-2:35 A Physics-informed Gaussian

Process Regression Method for Data

Model Convergence

Xiu Yang, Alexandre M. Tartakovsky, and
Guzel Tartakovsky, Pacific Northwest
National Laboratory, U.S.

2:40-3:00 A Stein Variational Newton

Method for Optimal Experiment Design
Problems

Keyi Wu, Peng Chen, and Omar Ghattas,
University of Texas at Austin, U.S.

continued in next column

3:05-3:25 A Riemannian View on

Active Subspaces

Zach Grey and Paul Constantine, University
of Colorado Boulder, U.S.

3:30-3:50 Reduced Models for

Uncertainty Quantification in the

Cardiovascular Network via Domain

Decomposition

Sofia Guzzetti, Emory University, U.S.;
Alonso M. Alvarez and Pablo J. Blanco,
Laboratorio Nacional de Computacao
Cientifica, Brazil; Kevin T. Carlberg,
Sandia National Laboratories, U.S.;
Alessandro Veneziani, Emory University,
U.S.

Tuesday, February 26

MS146

Recent Advances in
Computational Methods for
High Dimensional Bayesian
Inversion - Part 1l of Il

2:15 p.m.-3:55 p.m.
Room: 300C

For Part 1 see MS113

In many practical Bayesian inverse
problems, the parameters of interest
are of very high dimensions. On

the other hand, the relation between
the parameters and the data is often
described by computationally intensive
mathematical models. Thus, developing
efficient and accurate algorithms for
such high dimensional problems poses
a big challenge computationally. The
purpose of this minisymposium is

to bring researchers from different
fields to discuss the recent advances

in computational methods for such
problems.

Organizer: Qifeng Liao
ShanghaiTech University, China

Organizer: Jinglai Li
Shanghai Jiao Tong University, China

2:15-2:35 Trimmed Ensemble Kalman
Filter for Nonlinear and Non-Gaussian
Data Assimilation Problems

Guang Lin, Purdue University, U.S.

2:40-3:00 An Adaptive Reduced Basis

Anova Method for High-dimensional

Bayesian Inverse Problems

Qifeng Liao, ShanghaiTech University,
China; Jinglai Li, Shanghai Jiao Tong
University, China

3:05-3:25 An Efficient Multiscale Finite

Element Method for Multiscale Elliptic

PDEs with Random Coefficients

Zhiwen Zhang, University of Hong Kong,
Hong Kong; Eric Chung, The Chinese
University of Hong Kong, Hong Kong;
Yalchin Efendiev, Texas A&M University,
U.S.; Wing Tat Leung, University of Texas
at Austin, U.S.

3:30-3:50 Uncertainty Quantification

with non-Gaussian Correlated

Uncertainties, and Applications to

Electronic and Photonic Circuits

Chunfeng Cui and Zheng Zhang, University
of California, Santa Barbara, U.S.
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Tuesday, February 26 Tuesday, February 26 3:05-3:25 Machine Learning Enabled
Suicide Prevention Research using ICU

MS ] 47 MS ] 48 Patient Data

Rafael Zamora, Shirley Wang, Cheng

AWM Workshop Panel: BE: Broader Engagement Ding, Shahzeb Khan, and Ryan Kingery,
Perspectives and Advice Technical Research - Part 1l Lawrence Berkeley National Laboratory,
from Women in Reseqrch of " US, inllar.z lef, Hood College, U.sS.;
Silvia N. Crivelli, Lawrence Berkeley

2:15 p.m.-3:55 p.m. 2:15 p.m.-3:55 p.m. National Laboratory and University of
Room: 300D Room: 302A California, Davis, U.S.
Leading women researchers from For Part 1 see MS114 3:30-3:50 Leqmmg From Profein .

. . g Structures using Graph Convolutional
academia and industry will discuss The Broader Engagement (BE) Networks
their career paths, including challenges minisymposium brings together facqlty, Rafael Zamora-Resendiz, Hood College and
thfey have fE.lCCd. Most of Fhe panel time researchers, and students from a .var.lety Lawrence Berkeley National Laboratory,
will be dedicated to questions from the of CSEI19 conference theme disciplines. US.
audience and informal discussion about The BE program offers a dynamic
the issues raised. We welcome anyone program aimed at promoting diversity
interested in hearing about women's and inclusion through travel grants to
experiences navigating a research career. SIAM CSE conferences and opportunities

for the CSE community to learn about
and support diversity and inclusion. This
minisymposium features presentations of
See online program for an update on research from BE funded participants and
this session. faculty funded through the Sustainable
Research Pathways program organized
by the Sustainable Horizons Institute and
funded by Lawrence Berkeley National
Laboratory.

Organizer: Malena |. Espanol
University of Akron, U.S.

Organizer: Mary Ann E. Leung

Sustainable Horizons Institute, U.S.

Organizer: Nitin Sukhija
Slippery Rock University, U.S.

2:15-2:35 Computational Tools for

Adaptive Resolution Molecular

Dynamics Simulation: Application to

Biological Molecules

Masa Watanabe, Branden Sanchez, and
Zachary Douglas, University of Saint
Mary, Kansas, U.S.; Yu-Hang Tang and
Bert de Jong, Lawrence Berkeley National
Laboratory, U.S.; Silvia N. Crivelli,
Lawrence Berkeley National Laboratory
and University of California, Davis, U.S.

2:40-3:00 A Deep Learning Approach

o Protein Structure Prediction

Wilson Rivera, University of Puerto Rico,
Mayaguez, Puerto Rico; Dan Rosa de Jesus
and Julian Cuevas, Lawrence Berkeley
National Laboratory, U.S. and University
of Puerto Rico at Mayaguez, P.R.; Silvia
N. Crivelli, Lawrence Berkeley National
Laboratory and University of California,
Davis, U.S.

continued in next column
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MS149

BE: Social Modeling through
Game Design, A STEAM
Workshop

2:15 p.m.-3:55 p.m.

Room: 302B

Organizer: Mary Ann E. Leung

Sustainable Horizons Institute, U.S.

Tuesday, February 26

MS150

Advances in Unstructured
Mesh Algorithms and their
Applications - Part Il of I

2:15 p.m.-3:55 p.m.
Room: 303A

For Part 1 see MS116

Unstructured meshes continue to be
utilized in many computational science
and engineering simulations. Recently,
advancements have been made to
unstructured mesh algorithms in several
areas including optimization-based mesh
quality improvement, hybrid volume
meshing, multi-material remapping,

and moving meshes to list just a few.

In addition, meshes have been used

in interesting applications involving
fluid-structure interaction, and many
others. This minisymposium will

feature presentations on some of these
advancements in meshing algorithms and
their applications.

Organizer: Mike Stees
University of Kansas, U.S.

Organizer: Suzanne M. Shontz
University of Kansas, U.S.

2:15-2:35 High-order Mesh Untangling

Based on Angles

Mike Stees and Suzanne M. Shontz,
University of Kansas, U.S.

2:40-3:00 Simulation-driven

Optimization of High-order Meshes

by the Target-matrix Optimization

Paradigm

Veselin Dobrev, Lawrence Livermore
National Laboratory, U.S.; Patrick Knupp,
Dihedral LLC, U.S.; Tzanio Kolev,
Lawrence Livermore National Laboratory,
U.S.; Ketan Mittal, University of Illinois
at Urbana-Champaign, U.S.; Viadimir
Tomov, Lawrence Livermore National
Laboratory, U.S.

continued in next column

3:05-3:25 Optimization-based PDE-

constrained Discontinuity Tracking

with High-order Curved Unstructured

Meshes

Andrew Shi and Per-Olof Persson, University
of California, Berkeley, U.S.

3:30-3:50 An Efficient Parallel

Algorithm for Multiphysics Simulations

on 3D Unstructured Meshes

Fande Kong, Derek R. Gaston, John W.
Peterson, Cody J. Permann, Andrew
Slaughter, Alex Lindsay, and Richard
Martineau, Idaho National Laboratory, U.S.
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MS151

Batched BLAS: API
Standardization, Libraries,
and Applications - Part 1l of
I

2:15 p.m.-3:55 p.m.
Room: 303B

For Part 1 see MS117

The Basic Linear Algebra Subprograms
(BLAS) are the most widely accepted
standard in high performance dense
matrix computation. The unified BLAS
API, which is implemented by many
vendors and research groups, enables
performance portability for many
applications across different architectures
and platforms. The past few years have
witnessed a continuously growing
interest in optimizing BLAS for a batch
of small independent problems, hence
the name “Batched BLAS”. Such interest
is driven by numerous applications,
including tensor contractions, sparse
solvers, astrophysics, quantum chemistry,
and many others. This minisymposium
(MS) covers a wide range of ongoing
research activities about the Batched
BLAS. The MS features three main
categories of research. The first one
covers standardization of the Batched
BLAS API, as well as the next-generation
BLAS to support reproducibility and
extended precisions. The second category
features many libraries, from different
vendors and research groups, that provide
optimized Batched BLAS routines on
different hardware architectures. The
third category highlights several scientific
applications where optimized Batched
BLAS has a great impact as a critical
building block. At the end of the MS,

the audience will be aware of the latest
developments in Batched BLAS. The MS
also provides an excellent collaboration
opportunity between the Batched BLAS
research community and potential
application developers.

Organizer: Ahmad Abdelfattah

University of Tennessee, Knoxville, U.S.

Organizer. Stanimire Tomov
University of Tennessee, Knoxville, U.S.

continued in next column

2:15-2:35 A Proposal for Nexi-

generation BLAS

Mark Gates, University of Tennessee,
U.S.; James W. Demmel, University of
California, Berkeley, U.S.; Greg Henry,
Intel Corporation, U.S.; Xiaoye S. Li,
Lawrence Berkeley National Laboratory,
U.S.; Jason Riedy, Georgia Institute
of Technology, U.S.; Peter Tang, Intel
Corporation, U.S.

2:40-3:00 Adventures in Batched

Linear Algebra in Intel{\

texiregistered} Math Kernel Library

Sarah Knepper, Intel Corporation, U.S.;
Peter A. Caday, Rice University, U.S.;
Kazushige Goto, Louise Huot, Mesut
Meterelliyoz, Arthur Mitrano, and Shane
Story, Intel Corporation, U.S.

3:05-3:25 Batched Linear Algebra in

Kokkos Kernels

Siva Rajamanickam, Sandia National
Laboratories, U.S.

3:30-3:50 AcroTensor: Flexible

Tensor Contractions on GPUs

Aaron Fisher and Tzanio Kolev, Lawrence
Livermore National Laboratory, U.S.;
Johann Dahm, IBM Research, U.S.

Tuesday, February 26

MS152

Hydrodynamics at Small
Scales: Fluctuating
Hydrodynamics - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 201B

For Part 1 see MS118
Featured Minisymposium

With the increased interest in nano- and
micro-fluidics, as well as biological
systems, it has become necessary

to develop tools for hydrodynamic
calculations at microscopic and
mesoscopic scales. This minisymposium
will focus on advances in multiscale
numerical methods for simulating flows
at mesoscopic scales. Coarse-grained
models cover a broad range of time and
length scales by incrementally sacrificing
physical fidelity for computational
efficiency. Of particular interest will be
fluctuating hydrodynamics of complex
fluids such as reactive mixtures,
colloidal passive and active suspensions,
and multi-phase fluids. Issues to be
discussed will include the inclusion

of thermal fluctuations in analytical

and computational models, as well as
applications in the physical sciences,
biology, and engineering.

Organizer: Aleksandar Donev
Courant Institute of Mathematical Sciences,
New York University, U.S.

2:15-2:35 Hydrodynamic Fluctuations

in Quasi-two Dimensional Diffusion

Aleksandar Donev, Courant Institute of
Mathematical Sciences, New York
University, U.S.; R. Delgado-Buscalioni,
Universidad Autonoma de Madrid, Spain

2:40-3:00 Fluctuating Hydrodynamics

of Janus Particles Assembled via

Long-range Attractive Hydrophobic

Interactions

Yuan-Nan Young, New Jersey Institute of
Technology, U.S.

3:05-3:25 Towards an Irreversible

Thermodynamics for Active Systems

Katherine Klymko, Lawrence Berkeley

National Laboratory and University of
California Berkeley, U.S.

continued on next page
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Hydrodynamics at Small
Scales: Fluctuating
Hydrodynamics - Part Il of Il

continued

3:30-3:50 Effects of Subscale
Fluctuations on Predictions of Hot Spot
Formation in Energetic Materials

Joseph Bakarji, Stanford University, U.S.

Tuesday, February 26

MS153

Model Reduction

for Problems with

Strong Convection,

Sharp Gradients, and
Discontinuities - Part 1l of Il

2:15 p.m.-3:55 p.m.
Room: 201C

For Part 1 see MS119
Featured Minisymposium

Model reduction exploits that many
phenomena of interest in science and
engineering can be approximated well
by problem adapted low-dimensional
subspaces of the high-dimensional
solution spaces. Reduced bases

are a prominent example, but also
proper orthogonal decomposition and
polynomial chaos can be seen from
this perspective. However, if coherent
structures (e.g., wave fronts or shocks)
travel through the physical domain, then
traditional model reduction techniques
typically fail because these structures
introduce high-dimensional features.
This minisymposium highlights recent
advances in model reduction methods
that recover low-dimensionality in
convection-dominated problems

via transformations, adaptive bases,
separation of transport, and other
techniques.

Organizer: Maciej Balajewicz
University of Illinois at Urbana-Champaign,
U.S.

Organizer: Benjamin
Peherstorfer

Courant Institute of Mathematical Sciences,
New York University, U.S.

Organizer: Gerrit Welper

University of Central Florida, U.S.

2:15-2:35 Model Reduction of Multi-

dimensional Hyperbolic Conservation

Laws

Donsub Rim and Kyle T. Mandli, Columbia
University, U.S.

continued in next column

2:40-3:00 Transported Snapshot Model

Order Reduction for Parametric,

Steady-state Fluid Flows Containing

Parameter Dependent Shocks

Nirmal Nair and Maciej Balajewicz,
University of Illinois at Urbana-
Champaign, U.S.

3:05-3:25 Sparsity Promoting

Acceleration for Reduced Order

Modeling of Multi-scale Transport

Problems

Jiayang Xu, Cheng Huang, and Karthik
Duraisamy, University of Michigan, Ann
Arbor, U.S.

3:30-3:50 Interpolation of Solutions

of Parametric Hyperbolic PDEs with

Changing Shock Structure

Gerrit Welper, University of Central Florida,
U.S.
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MS154

Structure Preserving
Techniques for Hyperbolic
Systems - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 202A

For Part 1 see MS120

The generalization of the maximum
principle to hyperbolic systems is the
notion of convex invariant domains.
The key property defining an invariant
domain is that for any initial data in

the domain in question, the (entropy
satisfying) solution to the hyperbolic
system remains in the domain. For
instance positive density and positive
internal energy are invariant properties
for the compressible Euler equations;
likewise, positive water height is an
invariant property of the shallow water
equations. Invariant domain preserving
numerical methods are those that
preserve invariant domains. Many first-
order methods are known to be invariant-
domain preserving, but extending theses
techniques to higher-order is non-trivial.
The difficult balance consists of being
invariant, high-order accurate and to
satisfy enough entropy inequalities

for the numerical solution to converge
to an entropy solution. These three
constraints are difficult to achieve at

the same time, but are essential to get
robust and accurate methods. Invariant-
domain preserving are important

in any application where being 'in
bounds' is essential. The objective of
minisymposium is to gather specialists
to present the latest developments on the
above topic and share new ideas. The
minisymposium will particularly focus
on the approximation of hyperbolic
systems.

Organizer: Jean-Luc

Guermond

Texas A&M University, U.S.

2:15-2:35 Convex Limiting

Jean-Luc Guermond, Ignacio Thomas, and
Bojan Popov, Texas A&M University, U.S.;

Murtazo Nazarov, Uppsala University,
Sweden

continued in next column

2:40-3:00 Asymptotic Preserving
Schemes for Euler Equations of

Gas Dynamics and Shallow Water
Equations with Coriolis Forces
Alexander Kurganov, Tulane University, U.S.

3:05-3:25 A New Approach for

Designing Moving-water Equilibria

Preserving Schemes for the Shallow

Water Equations

Alina Chertock, North Carolina State
University, U.S.

3:30-3:50 Invariant-region-preserving
DG Methods for Multi-dimensional
Hyperbolic Conservation Law Systems,
with an Application to Compressible
Euler Equations

Hailiang Liu, lowa State University, U.S.

Tuesday, February 26

MS155

Theoretical and
Computational
Advancements in Ice-Sheet
Modeling - Part Il of I

2:15 p.m.-3:55 p.m.
Room: 202B

For Part 1 see MS121

The demand for more accurate answers
to questions regarding the future of

the Earth's climate is a driving force

for the development of Earth System
Models (ESMs). Such questions include,
for instance, assessment of climate
sensitivity, and quantification of Sea
Level Rise (SLR). To answer these
questions, ESMs are pushing toward
higher resolution, both in computational
terms (the number of degrees of
freedom), and in terms of the physical
processes included in the model. When it
comes to quantifying SLR, accurate and
robust models for ice sheets dynamics
are key to achieve reliable predictions.
In this respect, advancements in both
the computational and modeling

aspects are equally important. In fact,
discretization of the governing equations
of ice-sheet dynamics usually lead to
difficult mathematical problems, which
require robust and efficient solvers. On
the other hand, an accurate modeling

of ice-sheets movement can involve
physical processes at completely
different time and space scales, and

may involve physical quantities that

are hard (if possible at all) to measure
directly. This minisymposium will
feature presentations aimed at improving
the efficiency and reliability of ice-sheet
components of ESMs. Topics of interest
are: algorithmic advancements, next-
generation HPC software development,
model parametrizations and model
extensions, multiphysics couplings,

data assimilation and uncertainty
quantification.

Organizer: Luca Bertagna
Sandia National Laboratories, U.S.

Organizer: Mauro Perego
Sandia National Laboratories, U.S.

continued on next page
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Theoretical and
Computational
Advancements in Ice-Sheet
Modeling - Part Il of Il

continued

Organizer: Jerry Watkins

Sandia National Laboratories, U.S.

Organizer: Irina K. Tezaur
Sandia National Laboratories, U.S.

Organizer: Daniel Martin
Lawrence Berkeley National Laboratory, U.S.

2:15-2:35 The Case for Large Ice Sheet

Model Ensembles from Theory and

Practice

Alexander Robel and Helene Seroussi,
California Institute of Technology, U.S.;
Gerard Roe, University of Washington, U.S.

2:40-3:00 Large Ensemble Modelling of

Greenland's Contribution to Sea Level

Rise

Andy Aschwanden, Mark Fahnestock, and
Martin Truffer, University of Alaska,
Fairbanks, U.S.; Douglas Brinkerhoff,
University of Montana, U.S.; Regine Hock
and Constantine Khroulev, University of
Alaska, Fairbanks, U.S.; Ruth Mottram,
Danish Meteorological Institute, Denmark;
Abbas Khan, DTU Space, Denmark

3:05-3:25 Reconciling Observations
of Driving Stress with Observations of
Velocity
Jesse Johnson, University of Montana, U.S.
3:30-3:50 Modeling Thermally
Activated Sliding in Ice Sheet Flow
Elisa Mantelli, Stanford University, U.S.;
Christian Schoof, University of British
Columbia, Canada

Tuesday, February 26

MS156

High-order Solvers for Wave
Problems - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 202C

For Part 1 see MS122

Significant progress in the computational
simulation of waves has been made

in recent years from consideration

of efficient high-order wave

solvers, including finite-difference
approaches,Fourier-based methods,
integral equation methods, Galerkin
differences, and other high-order
techniques. This minisymposium
considers ideas that include the extension
of Fourier methods to non-periodic
problems, new time-stepping strategies
beyond the standard method-of-lines,
sparse matrix inversion, Galerkin
difference approximations, high-

order summation by parts schemes for
seismic wave propagation and the use
of robust upwind schemes for wave
equations on overlapping structured
grids. The resulting methods have
provided important new mathematical
tools applicable to a wide range of areas
of science and engineering---including
electronics, photonics,meta-materials,
microscopy, remote sensing, imaging
and communications, among many
others: in some cases, the resulting
techniques have provided solutions to
previously intractable problems. This
session will focus on several important
topics that have recently attracted
particular attention in the field, including
modern finite-difference approaches,
frequency-time hybrids, Fourier-based
methods for general domains, fast high-
order integral-equation methods, and
Galerkin difference approximations.
This minisymposium includes important
recent contributions in the area and will
help to disseminate and advance the field.

Organizer: Oscar P. Bruno
California Institute of Technology, U.S.

Organizer: William D. Henshaw
Rensselaer Polytechnic Institute, U.S.

continued in next column

2:15-2:35 Galerkin Difference

Approximations for Biharmonic

Equations

John Jacangelo, Rensselaer Polytechnic
Institute, U.S.

2:40-3:00 Fast, Higher-order Direct/
lterative Hybrid Solver for Scattering
by Inhomogeneous Media - with
Application to High-frequency and
Discontinuous Refractivity Problems
Ambuj Pandey and OSCAR P Bruno,
California Institute of Technology, U.S.

3:05-3:25 Mesh Refinement Interfaces

with Hanging Nodes for the Elastic

Wave Equation

N. Anders Petersson, Lawrence Livermore
National Laboratory, U.S.; Siyang Wang,
Chalmers University of Technology,
Sweden, and University of Gothenburg,
Sweden; Bjorn Sjogreen, Lawrence
Livermore National Laboratory, U.S.

3:30-3:50 High Order Modeling of
Visco-elastic Attenuation in Seismic
Wave Computation

Bjorn Sjogreen and N. Anders Petersson,

Lawrence Livermore National Laboratory,
U.s.
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MS157

Application of Fractional
Calculus in Material
Science and Engineering -
Part Il of I

2:15 p.m.-3:55 p.m.
Room: 203

For Part 1 see MS123

While the mathematics and
computations of fractional calculus
have matured in recent years, limited
efforts have focused on material
science and engineering applications.
Fractional calculus has been shown

as an effective operator in fractal
media, viscoelasticity, and control
designs. While the fractional integral
has been used to describe the fractal
structure of materials which leads to
new thermodynamic relations, the
fractional derivative could be used to
describe viscoelasticity properties of
materials, not only does the calibration
of fractional models of viscoelasticity
with experimental measurements
provides less error compare to the
integer one, but it also provides more
information about the structure of

a material. This area opens up an
application of fractional calculus
which may describe the multiscale
thermomechanical material behavior
of many polymers. On the other hand,
fractional calculus has been used in
the formulation of variational calculus,
Euler-Lagrange equations and optimal
control systems where the fractional
derivative has been replaced with the
integer derivative to create a new set
of necessary conditions that must be
satisfied by an optimal control law and
its associated state-control equations.
This minisymposium is designed to
bring together the research scholars
who are working in the application of
fractional calculus in material science
and engineering to present their results
and exchange ideas to propose future
research in this field.

continued in next column

Organizer. Somayeh

Mashayekhi
Florida State University, U.S.

Organizer: William Oates
Florida State University, U.S.

2:15-2:35 Numerical Techniques
to Approximate Fractional-order
Nonlinear Viscoelasticity in Soft
Elastomers

Paul Miles, Graham Pash, and Ralph Smith,

North Carolina State University, U.S.;
William Oates, Florida State University,
U.S.

2:40-3:00 Fractional Modeling of

Visco-elasto-plastic Materials

Jorge L. Suzuki and Mohsen Zayernouri,
Michigan State University, U.S.

3:05-3:25 Nonlocal Operators in
Dynamics and Control: Theories and
Applications

Arman Dabiri, University of Arizona, U.S.

3:30-3:50 The Zolotarev Fractional

Derivative: Modeling Anomalous

Diffusion and Dissipative Wave

Propagation

James F. Kelly, Mark Meerschaert, and
Robert J. McGough2, Michigan State
University, U.S.

Tuesday, February 26

MS158

Multiphysics Simulation with
MOOSE - Part Il of i

2:15 p.m.-3:55 p.m.
Room: 205

For Part 1 see MS124

The Multiphysics Object Oriented
Simulation Environment (MOOSE)
framework is Idaho National Laboratory's
(INL) premier open source modeling
and simulation tool. Under development
since 2008, and available on GitHub
since 2014, the framework provides a
flexible, powerful, and analyst-friendly
computational environment for the
numerical solution of partial differential
equations via the finite element method.
The framework is written in C++,
supports parallel 1, 2, and 3D implicit
and explicit finite element simulations,
and makes extensive use of the finite
element building blocks provided by

the libMesh finite element library, the
solvers and preconditioners of PETSc,
and the parallel communication routines
of MPI. A major emphasis of the
framework is facilitating multiphysics
simulations by lowering the barriers

of entry which inevitably arise when
coupling different codes together, and
codifying these coupling methods into

a consistent programming interface.
This minisymposium aims to bring
together MOOSE users and developers
to discuss the latest developments within
the framework, as well as advances in
both public and internally-developed
MOOSE-based applications. Application
studies are welcome from all areas of
computational science, with a particular
emphasis on multiphysics simulation,
including algorithmic explorations as
well as scientific and engineering studies
enabled by MOOSE.

Organizer: John W. Peterson
Idaho National Laboratory, U.S.

Organizer: Cody J. Permann
Idaho National Laboratory, U.S.

continued on next page
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Multiphysics Simulation with
MOOSE - Part Il of I

continued

2:15-2:35 Implementation of a State-

based Peridynamic Analysis in

MOOSE Framework

Deepak K. Behera, University of Arizona,
U.S.; Hailong Chen, Idaho National
Laboratory and University of Kentucky,
U.S.; Benjamin Spencer, Idaho National
Laboratory, U.S.; Erdogan Madenci,
University of Arizona, U.S.

2:40-3:00 Multiphysics Analysis of

Pebble Bed Reactors in MOOSE

Sebastian Schunert and Daniel Schwen,
Idaho National Laboratory, U.S.

3:05-3:25 Parallel Phasefield

Simulation with MOOSE and Marmot

Daniel Schwen and Larry K. Aagesen, Idaho
National Laboratory, U.S.

3:30-3:50 Simulation of Molten Salt

Reactors with Moltres

Andrei Rykhlevskii, University of Illinois
at Urbana-Champaign, U.S.; Alexander
Lindsay, Idaho National Laboratory, U.S.;
Kathryn Huff, University of Illinois at
Urbana-Champaign, U.S.

Tuesday, February 26

MS159

Data Assimilation in Fluid

Models

2:15 p.m.-3:55 p.m.

Room: 206A

This minisymposium groups talks
related to data assimilation and
applications to fluid problems
requiring fast solutions to complex
computations. Multiple approaches

to working with data assimilation
problems is made through methods
such as graph network reduction and
machine learning. These networks are
used to model underground transport
of contaminant particles to predict
future concentrations and flows
underground. We explore using graph
networks to find quantities of interest
and the inversion problem central

to relating these quantities back to
physical system properties. In a related
application, the Kalman filter (EnKF)
is implemented to to determine the
key model parameters that have the
most impact on material deformation
and failure fracture propagation. The
application of the Azouani-Olson-Titi
(AOT) algorithm is used to examine
how perturbations of fluid viscosity
affect the convergence of the AOT
algorithm to the 2D incompressible
Navier-Stokes equations. A new

AOT algorithm with continuous data
assimilation is based on feedback
control from a PDE and weighted least
square interpolation is in development.
Testing for this algorithm is being done
on multiple PDEs, including the 1D
Kuramoto-Sivashinsky equation and
2D shallow water equations.

Organizer: Jaime A. Lopez-

Merizalde

Tulane University, U.S.

2:15-2:35 Model Reduction using

Graph Networks

Jaime A. Lopez-Merizalde, Tulane
University, U.S.

continued in next column

2:40-3:00 Estimating Key Parameters

for a Fracture Propagation Model

using Data Assimilation

Humberto C. Godinez, Los Alamos National
Laboratory, U.S.

3:05-3:25 An Analysis of Parameter

Sensitivity in Continuous Data

Assimilation of 2D Incompressible

Navier-Stokes Equations

Elizabeth Carlson, University of Nebraska,
U.S.

3:30-3:50 Continuous Data

Assimilation from Scattered Spatial

Observations in Time Dependent

PDEs

Tong Wu and James Hyman, Tulane
University, U.S.; Humberto C. Godinez
and Vitaliy Gyrya, Los Alamos National
Laboratory, U.S.
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Data Assimilation and
Optimization in Physiologic
Modeling - Part Il of Il

2:15 p.m.-3:55 p.m.

Room: 206B

For Part 1 see MS126

Physics-based modeling for biological
systems has been advanced over the

past decade and plays an increasingly
important role in understanding the
underlying physiological mechanism
and assisting clinical management of
associated diseases. Although increased
model complexity can better reveal
detailed information of the biological
system, it also poses great difficulties

on how to calibrate the model to be
patient-specific. Clinical measurement
data (e.g., medical imaging) can be
utilized to perform model calibration and
parameter/hidden state estimation, which
can be formularized as inverse problems.
Therefore, proper optimization tools and
data assimilation techniques are needed.
However, solving these inverse problems
is challenging due to large inter-patient
variability and increased computational
complexity. Moreover, large uncertainties
from both clinical data and computational
model also pose more difficulties. This
minisymposium hopes to address the
aforementioned challenges by reviewing
and discussing recent advances in
developing efficient optimization/data
assimilation approaches and quantifying
associated uncertainties for inverse
problems in biomedical applications.

Organizer: Jian-Xun Wang
University of Notre Dame, U.S.

Organizer: Shawn Shadden

University of California, Berkeley, U.S.

2:15-2:35 Adding Constraints to

Bayesian Inverse Problems

Jiacheng Wu, University of California,
Berkeley, U.S.; Jian-Xun Wang, University
of Notre Dame, U.S.; Shawn Shadden,
University of California, Berkeley, U.S.

continued in next column

2:40-3:00 Data Assimilation on Lumped

Parameter Models for Diastolic Heart

Failure

Karlyn Harrod, University of Notre Dame,
U.S.; Alison Marsden, Stanford University,
U.S.; Daniele E. Schiavazzi, University of
Notre Dame, U.S.

3:05-3:25 Multilevel Multifidelity

Approaches for Uncertainty

Quantification in Cardiovascular

Modeling

Casey M. Fleeter, Stanford University,
U.S.; Gianluca Geraci, Sandia National
Laboratories, U.S.; Daniele E. Schiavazzi,
University of Notre Dame, U.S.; Andrew
Kahn, University of California, San Diego,
U.S.; Alison Marsden, Stanford University,
U.S.

3:30-3:50 Shape Based Effective
Estimation for Cardiovascular Models
Philippe Moireau, Inria, France

Tuesday, February 26

MS161

Design and Usability of High-
performance PDE Software
Engines and Frameworks -
Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 206C

For Part 1 see MS127
Featured Minisymposium

The combined complexity of the
application areas being studied, the
applied numerical methods, and the
requirements of parallel hardware make
the development of high performance
PDE engines and frameworks a
challenging area of research. In this
minisymposium we bring together
users and developers of several PDE
software packages. We will discuss the
requirements and expectations that users
have of production-ready simulation
software as well as the design decisions
that go into the implementation of such
software.

Organizer. Anne Reinarz
Technische Universitit Miinchen, Germany

Organizer: David Hom
Imperial College London, United Kingdom

Organizer: Tobias Weinzierl
Durham University, United Kingdom

Organizer: Michael Bader
Technische Universitit Miinchen, Germany

2:15-2:35 Supporting Advanced Finite

Element Methods in the Deal.ll library

Wolfgang Bangerth, Colorado State
University, U.S.

2:40-3:00 The SUNDIALS Suite of Time

Integrators and Nonlinear Solvers:

Preparing for Exascale Computing

David J. Gardner and Carol S. Woodward,
Lawrence Livermore National Laboratory,
U.S.; Daniel R. Reynolds, Southern
Methodist University, U.S.; Alan
Hindmarsh, Slaven Peles, and Cody J.
Balos, Lawrence Livermore National
Laboratory, U.S.

continued on next page
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Design and Usability of
High-performance PDE
Software Engines and
Frameworks - Part Il of Il

continued

3:05-3:25 Balancing the Numerical

and Parallel Performance for

Reservoir Simulations

Andreas Thune and Xing Cai, Simula
Research Laboratory, Norway

3:30-3:50 Walberla: A General

Purpose Software Framework for

Massively Parallel Simulations

Christoph Rettinger, Martin Bauer, Sebastian
Eibl, Christian Godenschwager, Florian
Schornbaum, Harald Kostler, and Ulrich
Riide, University of Erlangen-Nuremberg,
Germany

Tuesday, February 26

MS162

Exascale Applications with
High-Order Methods - Part Il
of Il

2:15 p.m.-3:55 p.m.
Room: 206D

For Part 1 see MS128

High-order discretizations have the
potential to provide an optimal strategy
for achieving high performance and
delivering fast, efficient, and accurate
simulations on next-generation
architectures. This minisymposium
will discuss the next-generation high-
order discretization algorithm, based on
finite/spectral element approaches that
will enable a wide range of important
scientific applications to run efficiently
on future architecture.

Organizer: MiSun Min
Argonne National Laboratory, U.S.

Organizer: Paul Fischer
University of Illinois at Urbana-Champaign,
U.S.

2:15-2:35 High-order Steady State

Solvers for Multiphysics Applications

MiSun Min, Argonne National Laboratory,
U.S.

2:40-3:00 Geometry, Meshing and

Mesh Adaptation of High-order

Curved Meshes

Morteza Hakimi, Kazem Kamran, Onkar
Sahni, and Mark S. Shephard, Rensselaer
Polytechnic Institute, U.S.; Blair Downie,
Rocco Nastasia, Saurabh Tendulkar, and
Mark Beall, Simmetrix Inc, U.S.

3:05-3:25 Low-memory Implicit Solvers

for the Sparse Line-DG Method with

Kronecker-SVD Preconditioning

Per-Olof Persson and Will Pazner, University
of California, Berkeley, U.S.

3:30-3:50 Recent Developments in

Spectral Element Methods for Turbulent

Flows

Paul Fischer, University of Illinois at Urbana-
Champaign, U.S.

Tuesday, February 26

MS163

Advances In Nonlinearly
Stable Methods

2:15 p.m.-3:30 p.m.
Room: 207

High-order nonlinearly stable methods
have recently attracted much attention
because of their ability to provide
stronger stability estimates for numerical
solutions of nonlinear partial differential
equations, such as the Navier-Stokes
equations, MHD equations, shallow
water equations, etc. The main

objective of this minisymposium is to
bring together experts in nonlinearly
stable methods to discuss innovative
approaches, unsolved problems, and
future directions for constructing high-
order methods that mimic key stability
properties of the governing nonlinear
PDEs including entropy stability,
dissipation of kinetic energy, and others.

Organizer: Nail Yamaleev
Old Dominion University, U.S.

2:15-2:35 High-order Entropy Stable

Spectral Collocation Schemes for the

Navier-Stokes Equations on Moving

Deforming Grids

Nail Yamaleev, Old Dominion University,
U.S.; David C. Del Rey Fernandez, NASA
Langley Research Center and National
Institute of Aerospace, U.S.; Jialin Lou,
Old Dominion University, U.S.; Mark
H. Carpenter, NASA Langley Research
Center, U.S.

2:40-3:00 Conservative Split form

Summation-by-parts Discretization of

the Euler Equations on Unstructured

Grids

Siavosh Shadpey, University of Toronto
Institute for Aerospace Studies, Canada;
David Zingg, University of Toronto,
Canada

3:05-3:25 H/P Adaptive Entropy Stable
Methods for the Compressible Navier-
Stokes Equations: Curvilinear Grids
Mark H. Carpenter, NASA Langley Research
Center, U.S.; David C. Del Rey Fernandez,
NASA Langley Research Center and
National Institute of Aerospace, U.S.;
Matteo Parsani, King Abdullah University
of Science & Technology (KAUST), Saudi
Arabia; Travis Fisher, Sandia National
Laboratories, U.S.; Jared Crean and
Jason E. Hicken, Rensselaer Polytechnic
Institute, U.S.
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MS164

Computational Engineering
(BGCE) Student Paper Prize -
Part 1l of Il

2:15 p.m.-3:55 p.m.
Room: 401A

For Part 1 see MS130

The 7th Bavarian Graduate School in
Computational Engineering (BGCE)
Student Paper Prize will be awarded

at the 2019 SIAM CS&E Conference
for outstanding student work in the
field of Computational Science and
Engineering. Eligible for the prize will
be undergraduate and graduate students
prior to receiving their PhD. Candidates
are required to summarize their work
in a short paper of at most 4 pages. The
prize finalists will present their work in
this minisymposium. The prize award
announcement will be scheduled at one
of the last days of the conference.

Organizer: Tobias Neckel
Technische Universitit Miinchen, Germany

Organizer: Hans-Joachim
Bungartz

Technische Universitit Miinchen, Germany

Organizer: Dietmar Fey
Universitdt Erlangen-Niirnberg, Germany

Organizer: Alexander Ditter
Universitdt Erlangen-Niirnberg, Germany

See online program for an update on
this session.

Tuesday, February 26

MS165

Homogenization and
Reduced Order Modelling
for Wave Equations - Part Il
of ll

2:15 p.m.-3:55 p.m.
Room: 401B

For Part 1 see MS131

Wave propagation in highly
heterogeneous media is very important
in applications ranging from geophysics
to complex engineered structures such as
metamaterials. It is also very challenging
computationally as short waves induced
by the medium do not decay rapidly in
space-time, and thus must be modeled,
while the medium variability itself

leads to dispersive effects for longer
waves. Speakers in this minisymposium
will discuss a variety of techniques for
treating these challenging problems.

Organizer. Thomas M.

Hagstrom
Southern Methodist University, U.S.

Organizer: Daniel Appelo
University of Colorado Boulder, U.S.

2:15-2:35 Efficient Density Estimation

in Noisy PDEs and Uncertainty

Propagation

Amir Sagiv, Gadi Fibich, and Adi Ditkowski,
Tel Aviv University, Israel

2:40-3:00 Multiscale Model Reduction

for Wave Equations

Eric Chung, The Chinese University of Hong
Kong, Hong Kong

3:05-3:25 Rational Krylov Subspaces
and Phase-preconditioning for Model
Reduction of Wave Equations
Jorn Zimmerling, University of Michigan,
U.S.; Rob F. Remis, Delft University
of Technology, Netherlands; Vladimir
Druskin, Worcester Polytechnic Institute,
U.S.; Mikhail Zaslavsky, Schlumberger-
Doll Research, U.S.

3:30-3:50 Hyperbolic Homogenization
Thomas M. Hagstrom, Southern Methodist
University, U.S.

Tuesday, February 26

MS166

Latest Advances in Topology
and Shape Optimization -
Part Il of I

2:15 p.m.-3:30 p.m.
Room: 401C

For Part 1 see MS132

Topology and shape optimization

are design methodologies to obtain

the optimal geometry of engineering
structures to minimize a cost function
while satisfying design constraints. These
methods are well established design tools
that have found industrial application

in recent years to design materials with
specific mechanical, thermal, acoustic
properties, etc. where they can provide
non-intuitive and more optimal designs
than the traditional trial and error can

do. However, many challenges are still
unresolved as these methods are expanded
to larger scale problems with more
complex physical phenomena, requiring
new numerical methods, optimization
formulations and physical modeling. This
minisymposium aims to bring together
researchers whose works are intended

to extend the possibilities in topology
optimization towards larger problems and
new physics.

Organizer: Miguel Salazar de
Troya

Lawrence Livermore National Laboratory,
U.S.

2:15-2:35 Topology Optimization

of Structures Subject to Shapping

Behaviour

Mathias Wallin, Lund University, Sweden;
Daniel Tortorelli, University of Illinois at
Urbana-Champaign, U.S.

2:40-3:00 A Density Gradient Approach

to Topology Optimization under

Design-dependent Boundary Loading

Cunfu Wang and Xiaoping Qian, University of
Wisconsin, Madison, U.S.

3:05-3:25 Ulira High Resolution

Topology Optimization: Brute Force or

Smart Discretizations?

Niels Aage, Technical University of Denmark,
Denmark
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MS167

Quantitative Image Analysis
- Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 402A

For Part 1 see MS133

Image processing is ubiquitous in today's
world. However, it is often the case that
only a qualitative approach is needed, for
example segmenting images on a smart
phone app, in which aesthetics are usually
valued over precision. For scientific
imaging, however, quantitative techniques
are necessary, and a wide variety of
approaches have been developed based
on the specific applications at hand. From
a computational standpoint, interesting
applications may involve running queries
on large data sets, for instance those
found in astronomy and agriculture, or
inverse problems, such as those found in
tomography and computer vision. This
minisymposium will highlight several of
the current techniques used in scientific
imaging and discuss the computational
challenges involved with each approach.
A special focus will be on how these
challenges can inform other areas of
computational science and engineering.

Organizer: Laramie Paxton
Washington State University, U.S.

Organizer: Matthew Softile
Noddle.io, U.S.

2:15-2:35 A High Performance
Algorithm for X-ray Image Deblurring

Jesse Adams, Nevada National Security Site,
U.S.

2:40-3:00 Recent Advances in Lifting
Factorization for Discrete Wavelet
Transforms

Christopher M. Brislawn, Unaffiliated

3:05-3:25 Quantifying Spatially Varying

Blur in X-ray Radiographic Imaging

Systems

Kevin Joyce, Nevada National Security Site,
U.S.

3:30-3:50 Liver Segmentation using
Graph Cuts, Tissue Intensity Means,
and B-spline Interpolation

Yufeng CQo, Laramie Paxton, Kevin R.
Vixie, and Yuan Wang, Washington State
University, U.S.

Tuesday, February 26

MS168

Reproducibility in Network
Algorithms - Part 1l of Il

2:15 p.m.-3:55 p.m.
Room: 402B

For Part 1 see MS134

The growing use of network analysis

in diverse critical applications, such as
drug design, recommendation systems
and criminal justice, has highlighted

the importance of creating reproducible
results. In this minisymposium, we
focus on the challenges in achieving
reproducibility in network analysis in
the context of (i) modeling networks
from raw data and (ii) in analyzing the
networks, particularly dynamic ones that
change with time. The first session will
focus on methods for creating networks
from data, and how modeling choices
affect the structure of the network. In
the second session, we will focus on the
analysis algorithms and how variations
in their design or implementation choices
can change the results.

Organizer: Sanjukta Bhowmick
University of Nebraska, Omaha, U.S.

Organizer: Boyana Norris

University of Oregon, U.S.

2:15-2:35 Dynamic Graph Clustering

with Variable Time Resolution

Timothy La Fond, Lawrence Livermore
National Laboratory, U.S.

2:40-3:00 Parallel Dynamic Networks

Sriram Srinivasan, University of Nebraska,
Omaha, U.S.

3:05-3:25 Reproducibility in Parallel
Graph Algorithms

Samuel D. Pollard, University of Oregon, U.S.

3:30-3:50 Discussion on Reproducibility
of Network Algorithms

Sanjukta Bhowmick, University of Nebraska,
Omabha, U.S.

Tuesday, February 26

MS169

WCD Workshop - 2 of 4
2:15 p.m.-3:55 p.m.
Room:402C

For Part 1 see MS135
For Part 3 see MS203

Part of the SIAM Workshop
Celebrating Diversity

Organizer: Talea Mayo
University of Central Florida, U.S.

Organizer: Shelby Wilson
Morehouse College, U.S.

Organizer. Jamol Pender
Cornell University, U.S.

See online program for an update on
this session.
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CP9

Numerical Linear Algebra |
2:15 p.m.-3:55 p.m.
Room: 102D

Chair: Brian Weston, Lawrence Livermore
National Laboratory, U.S.

2:15-2:30 Multigrid Method for

Incompressible Flow Simulation on

Arbitrarily Complex Domain using

Cartesian Mesh

Gwangsoo Go and Hyung Taek Ahn,
University of Ulsan, South Korea

2:35-2:50 Multigrid Preconditioning

for Space-time Distributed Optimal

Control of Parabolic Equations

Mona Hajghassem, University of Baltimore,
U.S.; Andrei Draganescu, University of
Maryland, Baltimore County, U.S.

2:55-3:10 Effect of Matrix Reordering

on the Performance of Asynchronous

Preconditioners for Fluid Flow

Problems

Aditya Kashi and Siva Nadarajah, McGill
University, Canada

3:15-3:30 Matrices, Moments,

Quadrature and PDEs

James V. Lambers, University of Southern
Mississippi, U.S.

3:35-3:50 P-multigrid Block Reduction

Preconditioning for a Fully-

implicit High-order Reconstructed

Discontinuous Galerkin Flow Solver

Brian Weston and Robert Nourgaliev,
Lawrence Livermore National Laboratory,
U.S.

Tuesday, February 26

CP10

Mathematical Optimization |
2:15 p.m.-3:55 p.m.
Room: 201A

Chair: Andrei Draganescu, University of

Maryland, Baltimore County, U.S.

2:15-2:30 Multigrid Preconditioners

for Optimization-based Domain

Decomposition of Elliptic Equations

Andrei Draganescu and Michael A. Retzlaff,
University of Maryland, Baltimore County,
U.s.

2:35-2:50 Duality and the Level-set

Method for Convex Optimization

Ron Estrin, Stanford University, U.S.; Michael
P. Friedlander, University of British
Columbia, Canada

2:55-3:10 Null Space Gradient Flows

for Constrained Optimization with

Applications to Shape Optimization

Florian Feppon, CMAP, Ecole Polytechnique,
France

3:15-3:30 A Hybrid Genetic Algorithm

with Local Search Approach for

Laminated Composite Structures

Optimization

Leila Gharsalli, Centre National d'Etudes
Spatiales (CNES), France

3:35-3:50 Optimization of

Programmable Elastic Materials to

Produce Targeted Deformed States

Gareth W. Jones, University of Manchester,
United Kingdom

Intermission
3:55 p.m.-4:10 p.m.

Poster Blitz
4:10 p.m.-4:50 p.m.

Room: Ballroom 100BC

Tuesday, February 26

PP1
General Posters @ %l

4:50 p.m.-6:50 p.m. <&
Room: Riverside Hall D

Design Exploration of Fuel Injectors

Based on Reduced Order Modeling

Nissrine Akkari, Fabien Casenave, and
Christian Rey, SAFRAN, France; Vincent R.
Moureau, CORIA, France

Parallel Implementation of a Monolithic

Li-ion Battery Model using Fenics

Jeffery M. Allen, Justin Chang, Francois
Usseglio-Viretta, and Peter Graf, National
Renewable Energy Laboratory, U.S.

An Edge-preserving Method for Joint

Bayesian Inversion with Non-Gaussian

Priors

llona Ambartsumyan, Tan Bui-Thanh, Omar
Ghattas, and Eldar Khattatov, University of
Texas at Austin, U.S.

CFD Simulation of Premixed

Combustion in a Polygon Engine

Kevin R. Anderson and Christian Mendez,
California State Polytechnic University,
Pomona, U.S.

Feasibility Study of Multilevel Schur

Complement Methods for Sparse

Linear Systems

Gregory S. Bolet and Joshua Booth, Franklin
& Marshall College, U.S.

Discontinuous-Galerkin Galerkin-
differences for the Wave Equation in
Second-order Form
Benjamin B. Buckner and Jeft Banks,
Rensselaer Polytechnic Institute, U.S.;
T Hagstrom and K Juhnke, Southern
Methodist University, U.S.

Towards the Understanding of

Multirate Schemes on Adaptive Mesh

Refinement Grids

Valentin Dallerit, University of California,
Merced, U.S.; John Loffeld, Lawrence
Livermore National Laboratory, U.S.

A Kronecker Product Implementation

of Density Matrix Renormailization

Group

Eduardo F. D'Azevedo, Wael R. Elwasif,
Arghya Chatterjee, and Gonzalo Alvarez,
Oak Ridge National Laboratory, U.S.

continued on next page
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General Posters
continued

Lorenz vs. "Boids"

Jorge Diaz-Castro, University of Puerto Rico,
Puerto Rico

Sensitivity-driven Dimension-adaptive

Sparse Stochastic Approximations in

Linear Gyrokinetics

Ionut-Gabriel Farcas, Technische Universitit
Miinchen, Germany; Tobias Goerler,
Max Planck Institute for Plasma Physics,
Germany; Hans-Joachim Bungartz,
Technische Universitdt Miinchen, Germany;
Frank Jenko, Max Planck Institute for
Plasma Physics, Germany; Tobias Neckel,
Technische Universitit Miinchen, Germany

Tissue Geometry May Govern Lung

Branching Mode Selection

Uduak Z. George, San Diego State University,
U.S.; Sharon Lubkin, North Carolina State
University, U.S.

A Fixed Mesh Method With Immersed

Finite Elements for Solving Interface

Inverse Problems

Ruchi Guo and Tao Lin, Virginia Tech, U.S.;
Yanping Lin, Hong Kong Polytechnic
University, China

Performing Derivative-free

Optimization using Active Subspaces

and Random Walks

Jordan R. Hall, University of Colorado,
Denver, U.S.

An Isofrequency Remapping Scheme
for Harmonic Balance Methods

Andy Huang, Sandia National Laboratories,
U.s.

Contour Integration and Moments for

the Solution of Large Eigenproblems

Sarah Huber, Universit&auml;t Wuppertal,
Germany; Yasunori Futamura, University
of Tsukuba, Japan; Martin Galgon and
Bruno Lang, Universit&auml;t Wuppertal,
Germany; Tetsuya Sakurai, University of
Tsukuba, Japan

3D Deep Learning in High Resolution

Point Clouds using the Grid-Octree

Data Structure

Ivana Jovanovic, Technische Universitit
Miinchen, Germany

continued in next column

A Two-stage Method for Spectral-

Spatial Classification of Hyperspectral

Images

Raymond H. Chan, Chinese University of
Hong Kong, Hong Kong; Kelvin Kan,
Emory University, U.S.; Mila Nikolova,
CMLA, CNRS, ENS Cachan, France;
Robert Plemmons, Wake Forest University,
U.S.

Efficient Black Box Optimization for

Thin Film Solar Cell Design using

Transfer Learning

Mine Kaya and Shima Hajimirza, Texas A&M
University, U.S.

Vector Potentials for Incompressible

Flows in Bounded Domains

Matthias Kirchhart, RWTH Aachen
University, Germany; Yutaka Kobayashi,
Keio University, Japan

Computational Study of Non-
isothermal Non-Newtonian Biofluid
Flows in the Influence of Magnetic
Fields for Microfluidic Applications
llias Konstantinou, Newcastle University,
United Kingdom; Laszlo Konozsy,
Cranfield University, United Kingdom

NUMO - A New Non-hydrostatic

Ocean Model for Fjord Circulation and

Ice-sheet/Ocean Interaction

Michal Kopera, Boise State University, U.S.;
Wieslaw Maslowski and Frank Giraldo,
Naval Postgraduate School, U.S.

Linking Mechanistic Infectious Disease

Models to Genomic Surveillance Data

Reveals Transmission Properties

Albert Lee, Institute for Disease Modeling,
U.S.

A High-order Cross-platform

Incompressible Navier-Stokes

Solver via Artificial Compressibility

with Application to Submarine

Hydrodynamics

Niki A. Loppi, Freddie Witherden, and Peter
E. Vincent, Imperial College London,
United Kingdom

Fast Manifold Updates for Non-

stationary Data Streams

Anthony Marcich and Benjamin W. Ong,
Michigan Technological University, U.S.

Calibration, Propagation, and

Validation of Model Discrepancy

Across Experiments

Kathryn Maupin and Laura Swiler, Sandia
National Laboratories, U.S.

continued in next column

A Low-communication Method to

Solve Poisson's Equation on Locally-

structured Grids

Peter Mccorquodale, Phillip Colella, and
Brian Van Straalen, Lawrence Berkeley
National Laboratory, U.S.; Christos
Kavouklis, Lawrence Livermore National
Laboratory, U.S.

Machine Learning of a Dynamical

Systems Model of Aircraft

Environmental Control System

Pneumatics

Kirsten Meeker, US Naval Air Warfare Center,
U.S.

The Theoretical and Computational

Analysis of the Non-conserved

Interactive Driven Diffusive Systems

Tripti Midha, Indian Institute of Technology
Ropar, India

The Impact of Noise on Krylov Methods

Hannah M. Morgan, Argonne National
Laboratory, U.S.; Patrick Sanan, Universita
della Svizzera italiana, Switzerland;
Matthew G. Knepley, State University of
New York at Buffalo, U.S.

Benchmarking as an Aid to Selecting
the Right Hardware Architecture and
Numerical Method

Benson K. Muite, University of Tartu, Estonia

Refined Isogeometric Analysis (rIGA):

A Fluid Flow Application

Daniel Garcia, Basque Center for Applied
Mathematics, Spain; David Pardo,
University of the Basque Country, Spain;
Victor Calo, King Abdullah University of
Science & Technology (KAUST), Saudi
Arabia; Judit Mufioz-Matute, University of
the Basque Country, Spain

Stability of Traveling Wave Solutions

of Nonlinear Conservation Laws for

Image Processing

Jeungeun Park and Tong Li, University of
Towa, U.S.

LFA Lab - Flexible Local Fourier

Analysis Library

Hannah Rittich, Forschungszentrum Jiilich,
Germany

Improved Newton Linearization for
$LA1$-Norm-Type Minimization with
Application to Viscoplastic Fluid
Solvers
Johann Rudi, Argonne National Laboratory,
U.S.; Georg Stadler, Courant Institute
of Mathematical Sciences, New York
University, U.S.; Omar Ghattas, University
of Texas at Austin, U.S.

continued on next page
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Adjoint Based H-(m)odel Adaptive

Scheme for Linearised Boltzmann

Equation

Neeraj Sarna and Manuel Torrilhon, RWTH
Aachen University, Germany

On Composable Block Solvers and

Performance Spectrum Model for

the Four-Field Double Porosity/

permeability Model

Mohammad Sarraf Joshaghani, University
of Houston, U.S.; Justin Chang, Rice
University, U.S.; Kalyana Nakshatrala,
University of Houston, U.S.; Matthew G.
Knepley, State University of New York at
Buffalo, U.S.

An Immersed Boundary, Fourier

Pseudospectral Method for

Advection-Diffusion-Reaction in

Incompressible Flow

Joseph Schiff, California State University,
Long Beach, U.S.

Communication-avoiding Mesh

Multiplication for Large-scale

Unstructured Meshes

Romulo M. Silva and Benaia Lima,
Universidade Federal de Rio de Janeiro,
Brazil; José Camata, COPPE/Universidade
Federal do Rio e Janeiro, Brazil; Renato
Elias and Alvaro Coutinho, Universidade
Federal de Rio de Janeiro, Brazil

Performance Analytics for

Computational Experiments (PACE)

Sarat Sreepathi, Oak Ridge National
Laboratory, U.S.; Zachary Mitchell,
Pellissippi State Community College,
U.S.; Gaurab Kc, University of Tennessee,
Knoxville, U.S.

Physics Constrained Machine

Learning

Renee Swischuk, Massachusetts Institute
of Technology, U.S.; Karen E. Willcox,
University of Texas at Austin, U.S.

A Computationally Inexpensive

Approach to Set Partitioning with

Applications to Optimal Planning for

Large-scale Robot Swarms

Shadi Tasdighi Kalat, Worcester Polytechnic
Institute, U.S.

continued in next column

Algorithms for Multi-mmodel Coupled

Problems in Precice

Benjamin Uekermann, Technische
Universitit Miinchen, Germany; Harald
Van Brummelen, Eindhoven University of
Technology, Netherlands; Hans-Joachim
Bungartz and Gerasimos Chourdakis,
Technische Universitidt Miinchen, Germany;
Miriam Mehl, Universitit Stuttgart,
Germany; Benjamin Riith, Technische
Universitidt Miinchen, Germany

Predicting Optimal Error Bounded

Lossy Compression Configuration for

Sampled Data

Robert R. Underwood, Jon Calhoun, and Amy
Apon, Clemson University, U.S.

A Dynamical Systems Approach to

Transforming Disparate Timescales in

Data Driven Equation-free Modeling of

Disease Dynamics

Mollie Van Gordon and Joshua Proctor,
Institute for Disease Modeling, U.S.

A Variational Approach to Design a

Numerical Scheme for N-Fluid Flow

Thibaud Vazquez-Gonzalez and Antoine Llor,
CEA, France

Using Bayesian Inference to Evaluate

Rare Event Probabilities

Siddhant Wahal and Biros George, University
of Texas at Austin, U.S.

Locally-implicit Discontinuous Galerkin

Schemes with Limiters that Guarantee

Moment-Invertibility for Hyperbolic

Quadrature-Based Moment Closures

Christine Wiersma and James A. Rossmanith,
Towa State University, U.S.

Physics-informed Machine Learning

for Data-driven Turbulence Modeling

Jinlong Wu and Carlos Michelen-Strofer,
Virginia Tech, U.S.; Jianxun Wang,
University of Notre Dame, U.S.; Heng
Xiao, Virginia Tech, U.S.

Fast Multipole Method for Non-

oscillating Kernel Based on Cartesian

Tensor and Differential Algebra

He Zhang, Thomas Jefferson National
Accelerator Facility, U.S.; He Huang and
Li-Shi Luo, Old Dominion University, U.S.

Tuesday, February 26

PP101

Minisymposterium: AWM
Workshop

4:50 p.m.-6:50 p.m.

Room: Riverside Hall D

Malena I. Espanol, University of Akron, U.S.
Cindy Grimm, Oregon State University, U.S.

Posters in this session are part of the
Association of Women in Mathematics
(AWM) Workshop.

Minisymposterium: Randomized Least

Squares Regression: Combining Model

and Algorithm-induced Uncertainties

Jocelyn Chi and Ilse Ipsen, North Carolina
State University, U.S.

Minisymposterium: Finite Difference

Moving Mesh Methods for PDEs on

Curved Domains

Kelsey Dipietro and Alan E. Lindsay,
University of Notre Dame, U.S.

Minisymposterium: Classification

of Vascular Disease Based on the

Persistence Diagram using Topological

Data Analysis (TDA) of Vascular Data

Megan Johnson, State University of New York
at Buffalo, U.S.

Minisymposterium: A Randomized,

Inexact, Newton-based Approach

for Quantitative Photo-acoustic

Tomography

Katrina Petroske, North Carolina State
University, U.S.

Minisymposterium: Fast Algorithms

for Cosmic Microwave Background

Radiation Data on Healpix Points

Kathryn P. Drake and Grady B. Wright, Boise
State University, U.S.

Minisymposterium: Efficient Denoising

of High Resolution Color Digital Images

Utilizing Krylov Subspace Spectral

Methods

Eva Comino, University of Southern
Mississippi, U.S.

Minisymposterium: A New Theory for

Movement of Surface Meshes

Avary Kolasinski and Weizhang Huang,
University of Kansas, U.S.

continued on next page
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PP101

Minisymposterium: AWM
Workshop

continued

Minisymposterium: Modeling the

Effects of Macrophages on Bone

Fracture Healing

Imelda Trejo, University of Texas at
Arlington, U.S.

Minisymposterium: Fractional

Derivatives and Laplacians in One

and Two-sided Weighted Sobolev

Spaces

Pablo Stinga and Mary Vaughan, lowa State
University, U.S.

Minisymposterium: Troll Hunter:

Understanding Swarm Behavior in

Social Networks

Chrysm Watson Ross, University of New
Mexico, U.S.

Minisymposterium: AWM Selection
of the Regularization Parameter in
the Ambrosio - Tortorelli Approach to
Image Segmentation

Yufei Yu, University of Kansas, U.S.

Minisymposterium: Computationally
Efficient Fast Optimization over Time-
varying Directed Graphs

Fakhteh Saadatniaki, Tufts University, U.S.

Tuesday, February 26

PP102

Minisymposterium:
Broader Engagement
4:50 p.m.-6:50 p.m.
Room: Riverside Hall D

Mary Ann E. Leung, Sustainable Horizons
Institute, U.S.

Minisymposterium: Joint Sequence

Analysis Challenges: How to Handle

Missing Values and Mixed Variable

Types

Alexandra Ballow, Youngstown State
University, U.S.

Minisymposterium: Deployment of

Automatic Differentiation Package

inR

Chitrak Banerjee, Michigan State
University, U.S.

Minisymposterium: Capsule

Networks for Protein Structure

Classifciation and Prediction

Julian Cuevas, Lawrence Berkeley
National Laboratory, U.S. and University
of Puerto Rico at Mayaguez, P.R.

Minisymposterium: Finite Difference

Moving Mesh for Nonlinear PDEs in

Curved Domains

Kelsey Dipietro, University of Notre Dame,
U.S.

Minisymposterium: Gaussian

Processing for Coarse-grained

Potential Development

Zachary Douglas, University of Saint
Mary, Kansas, U.S.

Minisymposterium: Hybridizable
Discontinuous Methods for Flow and
Transport in Porous Media

Maurice Fabien, Rice University, U.S.

Minisymposterium: In Situ Analysis

with Apache Spark

Aparna S. Gollakota, Loyola University
Chicago, U.S.

Minisymposterium: Utilizing

Graphics Techniques as a Means

of Calculating Light Absorption in

Staple Crops

Colleen Heinemann, University of Illinois
at Urbana-Champaign, U.S.

Minisymposterium: Checkpoints

Compression for Adjoint

Computation

Kai-yuan Hou, Northwestern University,
U.S.

continued in next column

Minisymposterium: CFD Study of
Varying Pebble Diameters in Pebble
Bed Nuclear Reactors

Andrew Jones, Boise State University, U.S.

Minisymposterium: Finite-difference

Time-domain Method for AZO/ZnO

Multilayered 1D Structures

Priscilla Kelly, San Diego State University,
U.S.

Minisymposterium: Test Harness
Bhavya Kumaran, Case Western Reserve
University, U.S.

Minisymposterium: Network Traffic

Performance Prediction with

Multivariate Clusters in Time Windows

Tyler Leibengood, Youngstown State
University, U.S.

Minisymposterium: Modification and
Application of a Method for Studying
Stability of High-speed Boundary
Layers

Kevin Luna, University of Arizona, U.S.

Minisymposterium: Computational
Tools for the Reconstruction

of Atmospheric Aerosols via
Spectroscopy

Aimee Maurais, Virginia Tech, U.S.

Minisymposterium: New Gene Editing

Capabilities Against Vector-borne

Infectious Diseases

Pedro X. Medina, University of Puerto Rico
at Arecibo, Puerto Rico

Minisymposterium: PDE-informed
Covariance for Model-form
Uncertainty

Carlos Michelen-Strofer, Virginia Tech, U.S.

Minisymposterium: Numerical Study of

Impact of Interparticle Interactions on

Particle Dynamics in Lab Generated

Spark Discharge Plasma

Pooja Rao, University of Illinois at Urbana-
Champaign, U.S.

Minisymposterium: Capsule Networks

for Protein Structure Classification

Dan Rosa, University of Puerto Rico, Puerto
Rico

Minisymposterium: In Situ

Performance Analysis of HPC Network

Simulations

Caitlin Ross, Rensselaer Polytechnic Institute,
uU.S.

continued on next page
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Minisymposterium: Molecular

Communication in Biological Cells:

Foundational Study and Development

of Computational Techniques

Zahmeeth Sayed Sakkaff, University of
Nebraska, Lincoln, U.S.

Minisymposterium: A Comparative

Analysis of Parallel Louvain Algorithms

for Community Detection

Naw Safrin Sattar, University of New
Orleans, U.S.

Minisymposterium: Collective 1/0

using RAM Area Network (RAN)

Sergio Servantez, llinois Institute of
Technology, U.S.

Minisymposterium: Analyzing and

Evaluating Resilience of Scheduling

Scientific Applications

Sonny R Sevin, Slippery Rock University of
Pennsylvania, U.S.

Minisymposterium: Quantum Local
Search for Graph Community
Detection

Ruslan Shaydulin, Clemson University, U.S.

Minisymposterium: Blow-up Behavior
of Conservation Law with Spatially
Varying Flux

Choah Shin, Oregon State University, U.S.

Minisymposterium: Utilization of the
Polymerase Chain Reaction and DNA
Barcoding Method in Bioinformatics
for the Identification of Unknown Fish
Species

Kaayla Tippins, Jarvis Christian College, U.S.

Minisymposterium: Using Deep
Learning on Medical Data for Suicide
Prevention

Xiange "Shirley" Wang, Hood College, U.S.

Minisymposterium: Locally-implicit

Discontinuous Galerkin Schemes with

Limiters that Guarantee Moment-

invertibility for Hyperbolic Quadrature-

based Moment Closures

Christine Wiersma, lowa State University,
U.S.

Minisymposterium: Application of the
Ensemble Kalman Filter in Tsunami
Wavefield Reconstruction

Yuyun Yang, Stanford University, U.S.

Tuesday, February 26

PP103

Minisymposterium:
Software Productivity and
Sustainability for CSE and
Data Science

4:50 p.m.-6:50 p.m.
Room: Riverside Hall D

Lois Curfman McInnes, Argonne National
Laboratory, U.S.

Software is the key crosscutting
technology that enables advances
in mathematics, computer science,
and domain-specific science and
engineering to achieve robust simulations
and analysis for predictive science,
engineering, and other research fields.
While software is becoming more
complex due to multiphysics and
multiscale modeling, the coupling of
data analytics, and disruptive changes in
computer hardware (due to increases in
typical system scale and heterogeneity,
including GPUs and additional
alternative architectures), software itself
has not traditionally received focused
attention in the CSE community or
been rewarded by that community. The
presenters in this minisymposterium
will address work that addresses
growing technical and social challenges
in software productivity, quality, and
sustainability, and thereby helps software
fulfill its critical role as a cornerstone
of long-term CSE collaboration. Having
a minisymposterium for these topics
provides a natural gathering point during
poster sessions for informal conversation.
Minisymposterium: Ginkgo: Designing
a Single-Node Linear Operator
Framework for High Performance
Computing
Hartwig Anzt, University of Tennessee, U.S.;
Goran Flegar, Universitat Jaume I, Spain;
Terry Cojean and Pratik Nayak, Karlsruhe
Institute of Technology, Germany; Enrique
Quintana-Orti, Universidad Jaume I, Spain

continued in next column

Minisymposterium: hiPPYlib: An

Extensible Software Framework for

Large-scale Inverse Problems

Olalekan Babaniyi, University of California,
Merced, U.S.; Omar Ghattas, University
of Texas at Austin, U.S.; Noemi Petra,
University of California, Merced, U.S.;
Umberto Villa, Washington University, St.
Louis, U.S.

Minisymposterium: Shaping a

Sustainable SUNDIALS: Applying

Software Sustainability Practices to a

CSE Library

Cody J. Balos and David J. Gardner,
Lawrence Livermore National Laboratory,
U.S.; Daniel R. Reynolds, Southern
Methodist University, U.S.; Carol S.
‘Woodward and Slaven Peles, Lawrence
Livermore National Laboratory, U.S.; Alan
Hindmarsh, Lawrence Berkeley National
Laboratory, U.S.

Minisymposterium: Outreach for Better

Scientific Software

David E. Bernholdt, Oak Ridge National
Laboratory, U.S.

Minisymposterium: Using Software Best
Practices to Advance Research Across
the Aviation Industry

Stuart Bowman, MITRE Corporation, U.S.

Minisymposterium: Software

Engineering for Research Software

Jeffrey C. Carver, University of Alabama,
U.S.

Minisymposterium: Slate: Developing

Sustainable Linear Algebra Software

for Exascale

Jamie M. Finney, Jakub Kurzak, Gerald
Ragghianti, and Asim YarKhan, University
of Tennessee, Knoxville, U.S.; Mark
Gates and Piotr Luszczek, University
of Tennessee, U.S.; Jack J. Dongarra,
University of Tennessee and Oak Ridge
National Laboratory, U.S.

Minisymposterium: A Survey of
Development Practices in High
Performance Computing Applications
Alexander Grannan, Argonne National
Laboratory, U.S.; Kanika Sood, Nisansa
de Silva, and Boyana Norris, University
of Oregon, U.S.; Anshu Dubey, Argonne
National Laboratory, U.S.

Minisymposterium: A Look at

PFLOTRAN's Cloud-based Continuous

Integration

Glenn Hammond, Sandia National
Laboratories, U.S.; Gautam Bisht,
Lawrence Berkeley National Laboratory,
U.S.

continued on next page
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PP103
Minisymposterium:
Software Productivity and
Sustainability for CSE and
Data Science

continued

Minisymposterium: LibEnsemble

+ PETSc/TAO Sustaining a Library

for Dynamic Ensemble-based

Computations

Stephen Hudson, Argonne National
Laboratory, U.S.; David S. Bindel, Cornell
University, U.S.; Jeffrey Larson, Barry F.
Smith, and Stefan Wild, Argonne National
Laboratory, U.S.

Minisymposterium: Sustaining Student

Software

Kathryn Huff, University of Illinois at Urbana-
Champaign, U.S.

Minisymposterium: Productive and

Sustainable Python Workflows in ParSL

Daniel S. Katz, University of Illinois at
Urbana-Champaign, U.S.; Yadu Babuji,
Kyle Chard, and Ben Clifford, University
of Chicago, U.S.; Ian Foster, Argonne
National Laboratory, U.S.; Lukasz Lacinski,
University of Chicago, U.S.; Connor Pigg,
University of Illinois, U.S.; Michael Wilde,
Parallel Works, U.S.; Anna Woodard,
University of Chicago, U.S.

Minisymposterium: The NWChemEX

Simulation Development Environment

- A General Computational Chemistry

Software Framework

Ryan Richard, Iowa State University, U.S.;
Kristopher Keipert, Argonne National
Laboratory, U.S.; Thom Dunning,
University of Washington, U.S.; Robert
Harrison, Stony Brook University, U.S.;
Theresa Windus, lowa State University,
U.S.

Minisymposterium: Improving the

Development Workflow of the SETSM

Photogrammetry Software

Samuel Khuvis and Judith Gardiner, Ohio
Supercomputer Center, U.S.; lan Howat,
Ohio State University, U.S.; Caleb Lehman,
Ohio Supercomputer Center, U.S.;
Myoung-Jong Noh, Ohio State University,
U.S.; Karen Tomko, Ohio Supercomputer
Center, U.S.

continued in next column

Minisymposterium: Automated

Performance Analysis with PETSc

Matthew G. Knepley, State University of
New York at Buffalo, U.S.; Justin Chang,
National Renewable Energy Laboratory,
U.S.; Albert Cowie, State University of
New York at Buffalo, U.S.

Minisymposterium: Managing

Software Development Requirements

with user Stories

Osni A. Marques, Lawrence Berkeley
National Laboratory, U.S.

Minismymposterium: Progress in CSE

Software Ecosystems

Lois Curfman McInnes, Argonne National
Laboratory, U.S.

Minisymposterium: The Journal of

Open Source Software

Kyle E. Niemeyer, Oregon State University,
U.S.; Arfon Smith, Space Telescope
Science Institute, U.S.; Lorena Barba,
George Washington University, U.S.;
Jed Brown, University of Colorado
Boulder, U.S.; Jason Clark, Montana
State University, U.S.; George Githinji,
Wellcome Trust, United Kingdom;
Melissa Gymrek, University of California,
San Diego, U.S.; Lindsey Heagy,
University of British Columbia, Canada;
Kathryn Huff, University of Illinois at
Urbana-Champaign, U.S.

Minisymposterium: How to

Professionally Develop Reusable

Scientific Software - and When Not To

Vyas Ramasubramani, University of
Michigan, U.S.; Carl S. Adorf, University
of Michigan, Ann Arbor, U.S.; Joshua
Anderson and Sharon Glozter, University
of Michigan, U.S.

Minisymposterium: Exahype: An

Exascale Hyperbolic PDE Engine

Anne Reinarz and Michael Bader,
Technische Universitidt Miinchen,
Germany

Minisymposterium: Changing

Mindsets for Large-scale Modelling

Chris Richardson, Garth Wells, and Nathan
Sime, University of Cambridge, United
Kingdom

Minisymposterium: Increasing

Software Testing Coverage and

Portability with Spack

Jon Rood and Shreyas Ananthan, National
Renewable Energy Laboratory, U.S.

continued in next column

Minisymposterium: Modernizing the

Scientific Software Approach for the

Fusion Analysis Code Transp

Jai Sachdev, Marina Gorelenkova, Xingqiu
Yuan, Joshua Breslau, and Francesca Poli,
Princeton Plasma Physics Laboratory, U.S.

Minisymposterium: No Need

for Excuses: Applying Software
Engineering Principles to Facilitate
Scientific Software Documentation
Spencer Smith, McMaster University, Canada

Minisymposterium: Analyzing Open-

source Scientific Software Projects

Kanika Sood, Nisansa Silva, and Boyana
Norris, University of Oregon, U.S.; Anshu
Dubey and Lois Curfman Mclnnes,
Argonne National Laboratory, U.S.

Minisymposterium: Reproducible
Computational Scientific Workflows
with Signac
Carl S. Adorf, University of Michigan,
Ann Arbor, U.S.; Vyas Ramasubramani,
University of Michigan, U.S.; Bradley Dice
and Paul Dodd, University of Michigan,
Ann Arbor, U.S.; Sharon C. Glotzer,
University of Michigan, U.S.

Minisymposterium: A Software

Productivity and Sustainability Case

Study: Multithreaded Requests to

Cloud Services for Intelligent Address

Standardization

Aleksei Sorokin, 1llinois Institute of
Technology, U.S.; Andy Liu, Illinois
Mathematics and Science Academy, U.S.;
Sou-Cheng T. Choi, Illinois Institute of
Technology, U.S. and Allstate Insurance
Corporation, U.S.

Minisymposterium: IDEAS PSIP in

Practice: Adopting Continuous

Integration for Exascale MD

Richard J. Zamora, Argonne National
Laboratory, U.S.; Christoph Junghans
and David Moulton, Los Alamos National
Laboratory, U.S.

Industry Reception
6:30 p.m.-8:00 p.m.

Room: Ballroom Foyer
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Tuesday, February 26

PD6

Thinking of Writing a Book?
/:00 p.m.-8:00 p.m.

Room: Conference Theater

Chair: Nicholas J. Higham, University of
Manchester, United Kingdom

Ever thought about writing a book?
Ever wondered just what that entails?
This session brings together successful
authors and publishing staff to discuss
the process. Topics of interest will
include:

* Why and when you should consider
writing a book

* A step-by-step description of the
process, from initial idea to published
book

* How to choose a publisher

* The author/publisher relationship — who
does what

« Pitfalls to avoid

* Tips from successful authors Even
if you aren’t currently thinking of
becoming an author, this session
promises to be lively and engaging!

Daniela Calvetti

Case Western Reserve University, U.S.

Paul Constantine
Sandia National Laboratories, U.S.

Elizabeth Greenspan
SIAM, U.S.

Jeffrey Humpherys
Brigham Young University, U.S.

SISC Editorial Board Meeting
7:30 p.m.-2:30 p.m.

Room: Davenport Hotel -- Meeting Room 10

Wednesday,
February 27

MAC Committee Meeting
/:00 a.m.-8:30 a.m.

Room: Davenport Hotel -- Meeting Room 12

Book Committee Meeting
/7:00 a.m.-8:15 a.m.

Room: Davenport Hotel -- Meeting Room 11

Registration
8:00 a.m.-4:00 p.m.

Room: Ballroom Foyer

Wednesday, February 27

IPS

Communication Avoiding:
From Linear Algebra to High
Order Tensors

8:30 a.m.-9:15 a.m.

Room: Ballroom 100BC

Chair: Tamara G. Kolda, Sandia National
Laboratories, U.S.

In this talk I will review 10 years of
research in designing robust algorithms
for linear algebra that reduce or even
minimize in some cases data movement
between processors, hence enhancing
scalability while preserving accuracy. I
will focus on two major operations in
linear algebra. The first one, ubiquitous
in scientific computing, involves solving
large sparse linear systems of equations
arising from the discretization of PDEs
with strongly heterogeneous coefficients.
In particular, I will discuss here enlarged
Krylov subspace solvers and algebraic
preconditioners that are robust, in the
sense that they allow to bound the
condition number of the preconditioned
matrix. The second operation, ubiquitous
in the data analysis applications of
scientific computing, involves the
compression of large volumes of data
while preserving information. I will
present a unified view of deterministic
and randomized algorithms for computing
the low rank approximation of a matrix
that allow to attain a given precision with
low communication cost. I will discuss
the efficiency of the proposed methods in
the context of several different real life
applications. I will conclude the talk with
tensors in high dimensions presenting
some recent results while emphasizing
many remaining open questions.

Laura Grigori
Inria Paris, France

Coffee Break
9:15 a.m.-9:45 a.m.

Room: Ballroom Foyer

B
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Wednesday, February 27

MT2

Solving Differential
Equations with the libMesh
Finite Element Library

9:45a.m.-11:25 a.m.
Room: 300D

This tutorial provides a hands-on
introduction to the libMesh finite
element library. Attendees will be
exposed to the scope of the applications
studied by current libMesh developers
and users, an overview of the
organization of the library, instructions
for building the library on a variety of
platforms, and examples of constructing
application codes based on the library.
It is expected that attendees are familiar
with the Linux operating system and
are familiar writing and building C++
applications.

11:25-11:25 Solving Differential
Equations with the libMesh Finite
Element Library

Paul Bauman, State University of New York
at Buffalo, U.S.

11:25-11:25 Solving Differential

Equations with the libMesh Finite

Element Library

Roy Stogner, University of Texas at Austin,
U.S.

11:25-11:25 Solving Differential

Equations with the libMesh Finite

Element Library

John W. Peterson, Idaho National
Laboratory, U.S.

Wednesday, February 27

MS170

Exploiting Model Hierarchies,
Sparsity and Low-Rank
Structure of Large-scale
Bayesian Computation - Part
| of Il

9:45a.m.-11:25 a.m.

Room: Ballroom 100BC

For Part 2 see MS204

One of the central tasks in modern
computational science and engineering
is to quantify the uncertainty associated
with the computational results. This

can be broadly classified as Bayesian
Computation. Frequently these tasks
involve expensive or intractable
numerical models, embedded in
likelihood functions that involve high-
dimensional parameters and/or high-
dimensional data sets. The output

is typically the posterior (post data)
distribution of parameters or quantities of
interest, or statistics of those parameters
or quantities. Markov chain Monte
Carlo, sequential Monte Carlo, and other
posterior exploration schemes require
repeated evaluations of such models, in
principle over high-dimensional spaces.
In this setting, standard algorithms
quickly become intractable. Methods
for identifying and exploiting model
hierarchies, low-rank structure and
sparsity in the representation of the
posterior distribution are becoming
essential for solving these otherwise
intractable Bayesian inference problems.
This minisymposium will bring together
researchers working on the forefront of
structure-exploiting methods intended
to accelerate such large-scale Bayesian
computation.

Organizer: Tiangang Cui
Monash University, Australia

Organizer: Robert Scheichl
Universitdat Heidelberg, Germany

continued in next column

9:45-10:05 Efficient Sampling from

High-dimensional Distributions using

Low-rank Tensor Surrogates

Robert Scheichl, Universitit Heidelberg,
Germany; Karim Anaya-Izquierdo and
Sergey Dolgov, University of Bath, United
Kingdom; Colin Fox, University of Otago,
New Zealand

10:10-10:30 Layers of Low-rank

Couplings for Large-scale Bayesian

Inference

Daniele Bigoni, Massachusetts Institute of
Technology, U.S.; Olivier Zahm, Inria
Grenoble, France; Alessio Spantini and
Youssef M. Marzouk, Massachusetts
Institute of Technology, U.S.

10:35-10:55 Multi-Index and Multi-

level Markov Chain Monte Carlo in

MuQ2

Linus Seelinger, Ole Klein, and Robert
Scheichl, Universitit Heidelberg, Germany

11:00-11:20 Use of the Bayesian

Approximation Error Approach to

Account for Model Discrepancy: The

Robin Problem Revisited

Ruanui Nicholson, University of Auckland,
New Zealand; Noemi Petra, University
of California, Merced, U.S.; Jari Kaipio,
University of Auckland, New Zealand
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Wednesday, February 27

MS171

Progress and Challenges in
Extreme Scale Computing
and Data - Part | of |l

9:45a.m.-11:25 a.m.

Room: Conference Theater

For Part 2 see MS205

Extreme scale computing efforts have
resulted in numerous advances for
multicore, manycore and accelerator
based scalable systems. In addition,
large-scale applications must increasingly
deal with data management and analysis
as a first-class concern. Therefore,

new applications often have to manage
distributed and parallel computing, and
have to manage workflows of different
tasks (computing, data analytics,
machine learning, visualization,...). In
this minisymposium we present some of
the latest works in scalable algorithms,
programming paradigms, and libraries
for next generation computing platforms.
Furthermore, we discuss efforts to better
incorporate data science concerns as a
principle component of our scientific
workflows.

Organizer: Serge Petiton
University of Lille, France

Organizer: Michael A. Heroux
Sandia National Laboratories, U.S.

Organizer: Kengo Nakajima

University of Tokyo, Japan

9:45-10:05 Combining Extreme

Computing and Big Data for Future

Machine Learning

Serge Petiton, University of Lille, France;
Kesheng Wu and Osni A. Marques,
Lawrence Berkeley National Laboratory,
U.s.

10:10-10:30 A Scalable Randomized

Singular Value Decomposition

with Multiple Sketches for Big Data

Analysics

Weichung Wang, National Taiwan University,
Taiwan

continued in next column

10:35-10:55 Multidisciplinary High

Performance Data Analysis Forum:

summary and recommendations

Michel Dayde and Pierre-Henri Cros,
University of Toulouse, France; Osni A.
Marques, Lawrence Berkeley National
Laboratory, U.S.

11:00-11:20 Obtaining Performance
from a Julia-Implementation of Trilinos
Data Librairies

Neil Lindquist, St. John's University, U.S.

Wednesday, February 27

MS172

Advanced HPC Trends for
Oil and Gas Applications -
Part | of Il

9:45a.m.-11:25 a.m.

Room: 102A

For Part 2 see MS206

For decades, advances in high
performance computing have led to
more accurate, safer, and faster oil
and gas exploration and production
processes. Applications range

from seismic imaging and reservoir
simulations to seismic interpretation
and digital rock physics. This evolution
is paramount today to further develop
production by exploring increasingly
complex reservoirs and by enhancing
the recovery ratios from existing fields.
In fact, these requirements translate
into larger volumes of data to process
and models of higher fidelity in terms
of physical formulation and space and
time resolutions. To cope with these
challenges, the oil and gas industry
has to adapt constantly to a changing
technology landscape in terms of
algorithms, platforms, software, and
tools. The move towards less synchrony
at all system levels, the widening gap
between cost of 10 versus floating-
point operations, and the recent advent
of Deep Learning are a few of these
important changes the oil and gas
software industry has to consider in
moving forward with exascale. This
minisymposium is an opportunity

to discuss today's and future trends
defining oil and gas HPC applications
design.

Organizer: Rached
Abdelkhalak

King Abdullah University of Science \&
Technology (KAUST), Saudi Arabia
Organizer: Gabriel Fabien-
Quellet

Polytechnique Montreal, Canada

continued on next page
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Advanced HPC Trends for Qil
and Gas Applications - Part |
of Il

confinued

9:45-10:05 Leveraging Seismic

Modeling with Mixed Precision

Arithmetic

Rached Abdelkhalak, Hatem Ltaief, and Kadir
Akbudak, King Abdullah University of
Science & Technology (KAUST), Saudi
Arabia; Vincent Etienne and Thierry
Tonellot, Saudi Aramco Oil Company, Saudi
Arabia; David E. Keyes, King Abdullah
University of Science & Technology
(KAUST), Saudi Arabia

10:10-10:30 Evaluation of Compression

Algorithms and Memory Hierarchies

Impact Within Time Reversal Algorithms

Philippe Thierry, Intel Corporation, France;
sunny gogar, Mathieu Gontier, Alberto
Villarreal, Yvan Zavarzin, Sergey Khlystov,
and Leonardo Borges, Intel Corporation,
U.S.; Essam Algizawy, Brightskies Inc,
Egypt

10:35-10:55 High-performance

Asynchronous Execution of the Reverse

Time Migration for the Oil and Gas

Industry

Amani Alonazi and Hatem Ltaief, King
Abdullah University of Science &
Technology (KAUST), Saudi Arabia; Issam
Said, NVIDIA, U.S.; Rached Abdelkhalak
and David E. Keyes, King Abdullah
University of Science & Technology
(KAUST), Saudi Arabia

11:00-11:20 The ARM HPC Ecosystem

for Oil and Gas Applications

Fabrice Dupros and Conrad Hillairet, ARM,
France

Wednesday, February 27

MS173

Student Days:
Undergraduate Presentations

9:45 a.m.-11:25 a.m.
Room: 102B

Talks presented by undergraduates. Part
of "Student Days". 12/11/18 there were
two sessions earmarked for this but only
one was needed. Part II was unlinked
and deleted. CEY

Organizer: Kathleen Kavanagh

Clarkson University, U.S.

9:45-10:00 Analysis of Equity Markets:

A Graph-theory Approach

Joshua Abrams, José Celaya-Alcald, Drew
Baldwin, Ryan Gonda, and Zhaoren Chen,
University of Arizona, U.S.

10:05-10:20 Calibration of the Ross

Recovery Theorem to Real-world Dataq,

and Tests of its Practical Value

Ling Lan and Zhengxu Li, Courant Institute
of Mathematical Sciences, New York
University, U.S.

10:25-10:40 Multiresolution Methods for
Convolutional Neural Networks
Evan Scope Crafts, Emory University, U.S.

10:45-11:00 Reducing Computation
Time of Image Deblurring Algorithms
Using Wavelets

Jonathan Wittmer, University of Akron, U.S.
11:05-11:20 Evaluating Tangling in
High-order Meshes with Tangent
Vectors

Mpyra Dotzel and Mike Stees, University of
Kansas, U.S.

Wednesday, February 27

MS174

Advances and Applications
in Numerical Methods for
Interfacial Flows - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 102C

For Part 2 see MS207

Flows with multiple components
separated by fluid interfaces are
ubiquitous in nature and engineering. In
the past tens of years, vast progress has
been made in the numerical simulation
of interfacial flows and many outstanding
methods have been developed, eg., the
volume-of-fluid, level-set, front-tracking,
and phase-field methods. However,
challenges, such as the coupling between
fluid interface and complex rheology,
moving contact line, and accurate and
robust discretization, still remain. This
minisymposium aims to bring together
experts in this area to discuss new
developments across different methods
and identify new application areas.

Organizer: Pengtao Yue
Virginia Tech, U.S.

Organizer: Shahriar Afkhami
New Jersey Institute of Technology, U.S.

9:45-10:05 Breakup of Finite-size Liquid

Filaments: Transition from No-breakup

to Breakup Including Substrate Effects

Shahriar Afkhami, New Jersey Institute of
Technology, U.S.

10:10-10:30 A Moment-of-Fluid
Method for Diffusion Equations on
Irregular Domains with Application to
Problems in Multi-material Systems
Yang Liu and Mark Sussman, Florida
State University, U.S.; Yongsheng Lian,
University of Louisville, U.S.; M. Yousuff
Hussaini, Florida State University, U.S.

10:35-10:55 Numerical Modeling

and Simulation of Parachute Inflation

by Tracking an Immersed Elastic

Interface in Incompressible Flow

Xiaolin Li, Tengbo Yang, and Brandon
Balletine, State University of New York,
Stony Brook, U.S.

11:00-11:20 Dynamics of Particles

Trapped at Complex Fluid Interfaces

Mingfeng Qiu, James Feng, and Jean-
Christophe Loudet, University of British
Columbia, Canada
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MS175

Numerical Methods for
Multi-Material Fluid Flows -
Part | of Il

9:45a.m.-11:25 a.m.

Room: 102D

For Part 2 see MS208

The minisymposia aims to bring
together researchers from universities
and research laboratories to discuss
the state-of-the-art in multi-material
hydrodynamics simulations. It focuses
on relevant numerical methods, on the
analysis of such methods and on the
modeling of complex multi-material
flows. Topice include Lagrangian
Hydrodynamics, Arbitrary Lagrangian
Eulerian (ALE) Methods, Eulerian
Methods, Mesh Generation Methods,
including Mesh Adaptation, Interface
Reconstruction Methods, Data Transfer
Between Meshes—Remapping,
Advanced Discretization Methods,
High-order Methods.

Organizer: Mikhail Shashkov

Los Alamos National Laboratory, U.S.

9:45-10:05 A Sub Cell Dynamics

Closure Model for Solids with Void

Opening and Closure

Andrew J. Barlow, Atomic Weapons
Establishment, United Kingdom;
Misha Shashkov, Los Alamos National
Laboratory, U.S.; Matej Klima, Czech
Technical University, Czech Republic

10:10-10:30 The Distribution-Based

Remapping of the Nodal Mass

and Momentum Between Arbitrary

Meshes for Staggered Arbitrary

Lagrangian-Eulerian Hydrodynamics

Mikhail Shashkov and Mack Kenamond, Los
Alamos National Laboratory, U.S.

10:35-10:55 3D Remapping on

General Polyedral Mesh: Overlays,

Polynomial Reconstructions and a

Posteriori Limiting

Ghislain Blanchard, ONERA, France;
Raphael Loubere, Bordeaux University,
France; Pavel Vachal, Czech Technical
University, Prague, Czech Republic

11:00-11:20 Optimizing Adificial

Viscosity using Machine Learning

Jason Albright, Mikhail Shashkov, and
Nathan Urban, Los Alamos National
Laboratory, U.S.

Wednesday, February 27

MS176

Machine Learning Strategies
for Computer Simulation of
Physical Systems - Part | of I

9:45a.m.-11:25 a.m.

Room: 111A

For Part 2 see MS209

The bidirectional relation between
computational models and data
necessitates commensurate advances in
machine learning algorithms and tools.
This minisymposium aims to go beyond
the parametric calibration of models
and to address questions that pertain

to the discovery of new models from
computationally or experimentally-
generated data. This need arises often
in several instances of computational
modeling as for example in uncertainty
quantification where the construction
of reduced-order or surrogate models

is imperative in order to overcome the
huge number of calls to highly-complex
and expensive models. Furthermore,
similar problems appear in the context
of multiscale simulations where high-
resolution, computationally-generated
data over relatively small spatial
domains and time horizons must be
used in order to construct effective
models of the system’s behavior over
larger spatiotemporal scales. In both
of the aforementioned cases, significant
challenges relate to high-dimensionality
of inputs and outputs which usually
exceed those encountered in typical
machine learning applications, the
discovery of meaningful and physically-
interpretable collective variables and
structural features of the models as
well as the incorporation of physical
constraints and invariances whenever
these are available.

Organizer. Phaedon S.
Koutsourelakis

Technische Universitit Miinchen, Germany

continued in next column

9:45-10:05 Physics-informed Learning

for Multiscale Systems

Nicholas Zabaras, University of Notre Dame,
U.S.; Phaedon-Stelios Koutsourelakis,
Technische Universitit Miinchen,
Germany; Paris Perdikaris, University
of Pennsylvania, U.S.; Jianxun Wang,
University of Notre Dame, U.S.

10:10-10:30 Discovering Unknown

Physics and Enforcing Known

Symmetries and Constraints with

Machine Learning,

Steven Brunton, University of Washington,
U.S.

10:35-10:55 LES Wall Modeling via

Physics-informed Neural Networks

Xiang Yang and Suhaib Zafar, Pennsylvania
State University, U.S.; Jian-Xun Wang,
University of Notre Dame, U.S.; Heng
Xiao, Virginia Tech, U.S.

11:00-11:20 A Machine Learning

Guided Stochastic Modelling of

Biomolecule Systems

Lei Wu, Peking University, China; Huan Lei,
Pacific Northwest National Laboratory,
U.S.
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MS177

Machine Learning
Approaches for the
Sciences and Engineering:
Recent Developments - Part
lof Il

9:45a.m.-11:25 a.m.

Room: 111B

For Part 2 see MS210

This session brings together researchers
and practioners to present recent results
on emerging data-driven approaches
and machine learning methods, with

an emphasis on their adaptation for

use in the sciences and engineering.
There have been many recent successes
in areas, such as Natural Language
Processing (NLP) and Image Processing
(IP). However, problems encountered in
the sciences and engineering disciplines
often have rather different requirements
and structure than those of NLP/IP.

For adoption in these new problem
domains, further mathematical and
computational developments are needed
for effective use of machine learning
methods. In this session, we bring
together researchers working on specific
applications that would benefit from such
data-driven/ML approaches, as well as,
investigators working on fundamental
new developments in emerging areas of
machine learning.

Organizer: Ben J. Gross
University of California, Santa Barbara, U.S.

Organizer: Paul J. Atzberger
University of California, Santa Barbara, U.S.
9:45-10:05 Machine Learning Methods
for Fluid Dynamics on Manifolds:
Physics-Informed Gaussian Process
Regression (PI-GPR) and PIV
Ben J. Gross and Paul J. Atzberger,
University of California, Santa Barbara,
U.S.

10:10-10:30 Enforcing Constraints for

Interpolation and Extrapolation in

Generative Adversarial Networks

Panos Stinis, Pacific Northwest National
Laboratory, U.S.

continued in next column

10:35-10:55 Model Compression and

Fast Prediction for LSTM

Cho-Jui Hsieh, University of California,
Davis, U.S.

11:00-11:20 Data-driven Discovery of
Nonlinear Dynamics
Kathleen Champion, J. Nathan Kutz,

and Steven Brunton, University of
Washington, U.S.

Wednesday, February 27

MS178

Recent Advances in
Multilevel Solvers - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 111C

For Part 2 see MS211

For many years, multilevel solvers have
played a central role in many areas of
computer simulation, including fluid
dynamics, solid mechanics, computer
graphics, geophysical exploration, and
more. As a result, development and
analysis of multilevel solvers remains
an important area of research in
computational science and engineering.
In this minisymposium, we bring
together speakers focused on several
aspects of multilevel solvers, including
developing algorithms for coupled
multiphysics problems, analysis of
algorithms, and graph problems.

Organizer: James H. Adler
Tufts University, U.S.

Organizer: Scott Maclachlan
Memorial University, Newfoundland, Canada

Organizer: Xiaozhe Hu
Tufts University, U.S.

9:45-10:05 Robust Multilevel

Preconditioners for a New Stabilized

Discretization of the Poroelastic

Equation

Peter Ohm, James H. Adler, and Xiaozhe
Hu, Tufts University, U.S.; Ludmil
Zikatanov, Pennsylvania State University,
U.S.; Carmen Rodrigo and Francisco José
Gaspar, University of Zaragoza, Spain

10:10-10:30 An Adaptive Unsmoothed
Aggregation Multigrid Method Based
on Path Cover

Junyuan Lin, Tufts University, U.S.

10:35-10:55 Enrichment for Multilevel

Solvers

Matthew Knepley, State University of New
York at Buffalo, U.S.

11:00-11:20 Auxiliary Space

Preconditioning for Mixed Finite

Element Discretizations of Richards

Equation

Juan Batista, Pennsylvania State University,
u.S.



SIAM Conference on Computational Science and Engineering

131

Wednesday, February 27

MS179

High-order Finite Element
Methods for Complex and
Multiphysics Applications -
Part | of Il

9:45a.m.-11:25 a.m.

Room: 300A

For Part 2 see MS212

A current challenge before the applied
mathematics and computational science
community is the solution of complex
and multiphysics systems. Science

and engineering applications for these
systems are highly-nonlinear and have
strongly coupled physical mechanisms
that interact on a wide range of

length- and time-scales and require
robust and efficient high-resolution
numerical approximations. For this
reason, developing robust, and accurate
methods that can effectively use
parallel computation at extreme scales
is critical. In this context numerical
discretizations and solvers for practical
multiphysics simulations must be:

(1) High-order accurate in space and
time; (2) Stable; (3) Conservative; (4)
Having minimum degrees of freedom
for implicit solution approaches; (5)
Well suited for unstructured meshes; (6)
Well suited for hp-adaptivity; (7) Well
suited for applications with disparate
temporal and spatial scales; and (8)
Well suited for fine-grain parallelism.
This minisymposium focuses on the
latest developments in high(er) order
finite element, and related methods

and associated numerical methods.

The speakers in this minisymposium
will address theoretical/numerical

and computational issues that are
critical to developing approaches

with these desired properties.
Applications will include aerodynamics,
magnetohydrodynamics, plasma
physics, subsurface flows, geophysical
flows, etc.

continued in next column

Organizer: Sriramkrishnan

Muralikrishnan
University of Texas at Austin, U.S.

Organizer: Shinhoo Kang
University of Texas at Austin, U.S.

Organizer: Tan Bui
University of Texas at Austin, U.S.

9:45-10:05 High-order Hybridized
Discontinuous Galerkin Method and
a Scalable Solver for Incompressible
Magnetohydrodynamics
Sriramkrishnan Muralikrishnan and Stephen
Shannon, University of Texas at Austin,
U.S.; Tim Wildey, Sandia National
Laboratories, U.S.; Tan Bui, University
of Texas at Austin, U.S.; John N. Shadid,
Sandia National Laboratories, U.S.

10:10-10:30 High-order Discontinuous
Galerkin Discretization for Multi-physics
Simulations of Plasmas
Petr Cagas, Virginia Tech, U.S.; Ammar
Hakim, Princeton Plasma Physics
Laboratory, U.S.; James Juno, University
of Maryland, U.S.; Bhuvana Srinivasan,
Virginia Tech, U.S.

10:35-10:55 Output-based Mesh
Optimization for Embedded
Discontinuous Galerkin Methods
Guodong Chen and Krzysztof Fidkowski,
University of Michigan, U.S.

11:00-11:20 A High Order Locally

Field-aligned Discontinuous Galerkin

Method for Anisotropic Problems in

Plasma Physics

Benedict Dingfelder, Florian Hindenlang, and
Eric Sonnendriicker, Max Planck Institute
for Plasma Physics, Germany

Wednesday, February 27

MS180

Multiphysics and Multiscale
Problems in Computational
Science and Engineering -

Part | of Il

9:45 a.m.-11:25 a.m.

Room: 300B

For Part 2 see MS213

Multiphysics and multiscale problems are
challenging algorithmically and taxing
computationally. Since the interface

or boundary is constantly changing
nonlinearly, accurate representation in

a stable manner is not trivial, not to
mention nonlinearities in the governing
equations. Hence, high order and high-
fidelity discretization methods combined
with accurate and stable coupling
strategies are needed, and analysis tools
as well as acceleration (stabilization)
techniques are of critical importance.

In this minisymposium, we will review

a number of new ideas for developing
efficient and reliable coupling algorithms
and share interesting applications in
various engineering and science fields.
The topics of interest include and are not
limited to: fluid—structure interaction,
atomistic-to-continuum coupling
problems, nonlocal-to-nonlocal/local
coupling problems, quantum mechanics,
micro-mechanics of materials, concurrent
coupling approaches, multiphysics/
multiscale coupling methods.

Organizer: Xingjie Li

University of North Carolina, Charlotte, U.S.

9:45-10:05 An Immersogeometric

FSI Framework for the Modeling and

Simulation of Transcatheter Heart

Valves

Ming-Chen Hsu, Michael C. H. Wu, and
Heather Muchowski, Iowa State University,
U.sS.

10:10-10:30 Computational Methods

for Fluid-structure Interaction with

Applications

Padmanabhan Seshaiyer, George Mason
University, U.S.

continued on next page
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MS180

Multiphysics and Multiscale
Problems in Computational
Science and Engineering -

Part | of Il

continued

10:35-10:55 The Dynamic Augmented

Lagrangian Method: Application

to Immersogeometric Heart Valve

Analysis and Implementation using

{FEnIiCS}

David Kamensky, Brown University, U.S.;
Ming-Chen Hsu, Iowa State University,
U.S.; Yue Yu, Lehigh University, U.S.; Yuri
Bazilevs, Brown University, U.S.

11:00-11:20 Coupled Peridynamic

and Subsurface Flow Models for

Environmentally-assisted Crack

Growth in Concrete Structures

David Littlewood, Jessica Rimsza, Jennifer
Frederick, and Reese Jones, Sandia
National Laboratories, U.S.

Wednesday, February 27

MS181

Novel Computational
Algorithms for Future
Computing Platforms - Part |
of Il

9:45a.m.-11:25 a.m.

Room: 300C

For Part 2 see MS218

In the early 2000s, due to constraints

on economical heat dissipation, clock
speeds of single-core CPUs could no
longer be increased, which marked the
adoption of multi-core CPUs, together
with a paradigm shift to algorithms
specifically designed for multi-core
architectures. About 15 years into

this current architectural cycle and on
its way to exascale performance, the
computing industry finds itself at the
confluence of technical difficulties

that cast doubt on its ability to sustain
this architectural model beyond the
exascale capability. These difficulties
are driving the hardware industry to
develop application-specific chips and
to look beyond silicon-based chips (e.g.,
quantum computing, physical annealing,
neuromorphics, etc.), with a continued
emphasis on raw processing power

and emerging concerns about energy
efficiency. Hardware specialization will
likely redefine the way computational
algorithms are developed over the

next two decades for a wide range of
important applications: large-scale PDE-
based problems (CFD, wave propagation,
subsurface modeling, etc.), artificial
intelligence, computational chemistry,
and optimization problems, to name a
few. The pressure to decrease time to
solution or improve simulation fidelity, or
both, for these applications will continue
unabated. This minisymposium provides
a forum for sharing innovative ideas on
algorithm development for leveraging
future computing platforms.

Organizer: Dimitar Trenev
ExxonMobil Research and Engineering

Organizer: Laurent White
ExxonMobil Research and Engineering

continued in next column

9:45-10:05 Scientific Computing in a

Changing Landscape

Laurent White and Dimitar Trenev,
ExxonMobil Research and Engineering

10:10-10:30 Adapting Scientific

Software and Designing Algorithms

for Next Generation GPU Computing

Platforms

John Stone, University of Illinois at Urbana-
Champaign, U.S.

10:35-10:55 Neural-inspired

Computing at Sandia Labs -

Enabling and Performing Advanced

Computation

Craig Vineyard, Sandia National
Laboratories, U.S.

11:00-11:20 Fast Recovery from Node

Failures for the Parallel Preconditioned

Conjugate Gradient Method

Markus Levonyak, Carlos Pachajoa, and
Wilfried N. Gansterer, University of
Vienna, Austria
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MS182

BE: GPU Accelerated
Computing on Summit

9:45 a.m.-11:25 a.m.

Room: 301

Organizer: Mary Ann E. Leung

Sustainable Horizons Institute, U.S.

Wednesday, February 27

MS183

Mathematical Methods for
Control and Optimization
of Large-Scale Energy
Networks - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 302A

For Part 2 see MS216

Recent developments in the energy
market require new mathematical
models and suitable algorithms for

the efficient usage of the existing
networks. For instance, in the case of
electrical power networks, the increase
of renewable energy sources and the
rise of the electric car lead to new
challenges for the mathematical model
and require optimization of the power
network. If additionally storage units
such as batteries are considered, this
becomes an even more challenging
problem. Moreover, the integration

of renewable energy sources such as
natural gas, photovoltaics, and wind
energy into the power grids poses new
challenges from both theoretical and
practical sides. Starting from these
real-world problems, the mathematical
aspects of this minisymposium
concentrate on methods for large-scale
energy networks and, in particular,
address optimization and stability
analysis, model predictive control,
model-order reduction, uncertainty
quantification, and related topics on
energy networks. The abstract setting
allows for consideration of applications
arising from both, gas and power
networks.

Organizer: Manuel Baumann
Max Planck Institute for Dynamics of
Complex Technical Systems, Germany

Organizer: Yue Qiu

Max Planck Institute for Dynamics of

Complex Technical Systems, Germany

9:45-10:05 Model-order Reduction

for the Optimization of Distribution

Grids with Battery Control

Manuel Baumann and Sara Grundel,
Max Planck Institute for Dynamics of
Complex Technical Systems, Germany

continued in next column

10:10-10:30 Newton-Krylov Methods

for Solving the AC Load Flow

Equations

Domenico Lahaye, Technical University of
Delft, Netherlands

10:35-10:55 Hierarchical Modeling

and Simulation of Power Networks

Riccardo Morandin, Technische Universitit,
Berlin, Germany

11:00-11:20 Four Mathematical

Formulations of the (Optimal) Power

Flow Problem and Their Impact on the

Performance of Solution Methods

Baljinnyam Sereeter, Kees Vuik, and Cees
Witteveen, Delft University of Technology,
Netherlands
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MS184

Entropy-stable Formulations
for Numerical Solution of
Conservation Laws - Part |
of Il

9:45a.m.-11:25 a.m.

Room: 302B

For Part 2 see MS217

Entropy stability presents an elegant
route to improve the robustness of
numerical solutions of compressible
flows. The demand for high-order-
accurate numerical discretizations and
considerations of complex physics such
as those involving sharp gradients and
multi-component flows has resulted

in a renewed interest in entropy stable
discretizations. Many issues, such as
the interplay between accuracy and
robustness, the potential role of energy-
preserving schemes, extensions to multi-
species flows, and interaction with sub-
grid-scale models are currently being
explored. This minisymposium will
address the related mathematical and
numerical issues as well as applications
in fluid dynamics.

Organizer: Scott Murman
NASA Ames Research Center, U.S.

9:45-10:05 Entropy Stability and the
Computation of Entropic Measure-
valued Solutions

Eitan Tadmor, University of Maryland, U.S.

10:10-10:30 A Fully-Discrete

Kinetic Energy Preserving and

Entropy Conservative Scheme for

Compressible Flows

Deep Ray, Ecole Polytechnique Fédérale
de Lausanne, Switzerland; Praveen
Chandrashekar, TIFR Centre, Bangalore,
India

10:35-10:55 Entropy Stable Schemes

for Multicomponent Flows

Ayoub Gouasmi, University of Michigan,
U.S.; Karthik Duraisamy, University
of Michigan, Ann Arbor, U.S.; Scott
Murman, NASA Ames Research Center,
U.S.

11:00-11:20 Entropy Stable

Discretizations of Compressible Flows

in Thermochemical Non-equilibrium

Michael Hansen and Travis Fisher, Sandia
National Laboratories, U.S.

Wednesday, February 27

MS185

High-order PDE Methods on
CPU Architectures with Wide
SIMD Units - Part | of Il

9:45a.m.-11:25 a.m.

Room: 303A

For Part 2 see MS222

In Summer 2016 the 2nd generation
Intel Xeon Phi Processor was

released and since 2017 the Intel
Scalable processor is available. Both
are the computational heart of many
current and future supercomputing
installations. Examples are the DoE-
machines Trinity-1I, Cori-II and

Theta, the NSF-machine Stampede-2,
Oakforest-PACS in Japan, or Europe's
SuperMUC-NG. These processors
combine the computational power of
accelerator-based machines with the
traditional approach of homogeneous
high performance computing. From

an application viewpoint, many
research articles in the last years
proved that high-order methods are
able to the computational power of
modern supercomputers. However, it

is a challenging engineering problem
to enable complex software packages
on manycore architectures. This mini-
symposium brings together researchers
working on efficient implementations
of scalable high-order solvers. Of
particular interest are applications
which are known to require exascale
computing resources in future, such as
computational fluid dynamics, electro-
magnetics and seismic simulations, as
well as weather forecasting. Due to the
broad spectrum of applications, this MS
aims at identifying common algorithmic
patterns of efficient high-order methods.
Additionally, the comparison of different
numerical approaches (e.g. CG vs. DG)
will allow to identify best practices
when leveraging Intel Xeon Phi and
Intel Xeon Scalable systems at scale.

Organizer: Alexander

Heinecke
Intel Corporation, U.S.

continued in next column

Organizer: Alexander Breuer
University of California, San Diego, U.S.

Organizer: David Moxey
University of Exeter, United Kingdom

9:45-10:05 Vectorisation for High-order

Simplicial Elements

David Moxey, University of Exeter, United
Kingdom; Roman Amici and Mike Kirby,
University of Utah, U.S.

10:10-10:30 Fluxo: An Open Source

Parallel Split-Form DG Solver for

Compressible Navier-Stokes and

Resistive MHD Equations

Florian Hindenlang and Eric Sonnendriicker,
Max Planck Institute for Plasma Physics,
Germany; Gregor Gassner and Andrew R.
Winters, University of Cologne, Germany

10:35-10:55 Performance Portable

Implementation of High Order DG

Methods through Code Generation

Dominic Kempf, René Hel3, Steffen Miithing,
and Peter Bastian, Universitit Heidelberg,
Germany

11:00-11:20 SIMD Vectorization for

High-order Matrix-free Finite Element

Computations in CFD

Peter Munch, Niklas Fehn, Wolfgang A
Wall, and Martin Kronbichler, Technische
Universitdt Miinchen, Germany
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MS186

Advances in Analyzing
Floating-point Errors in
Computational Science -
Part | of Il

9:45 a.m.-11:25 a.m.

Room: 303B

For Part 2 see MS219

Modern error analysis of floating-

point computations faces a double
challenge with the rise of large-scale,
low-precision computations. On the
one hand, larger and larger problems
are being solved routinely; on the

other hand, the use of half-precision
arithmetic (fp16) is becoming
increasingly attractive. These two trends
raise questions about the validity and
sharpness of traditional rounding error
bounds. In this minisymposium we will
discuss recent advances in the analysis
of errors in floating-point computations,
and in particular some new approaches
that have emerged to meet the
challenges described above.

Organizer: Pierre Blanchard
University of Manchester, United Kingdom

Organizer: Nicholas J. Higham
University of Manchester, United Kingdom

9:45-10:05 A New Approach to

Probabilistic Roundoff Error Analysis

Nicholas J. Higham and Theo Mary,
University of Manchester, United
Kingdom

10:10-10:30 Probabilistic Error

Analysis for Inner Products

Illse Ipsen, North Carolina State University,
U.S.

10:35-10:55 Stochastic Analysis and

Correction of Floating Point Errors in

Monte Carlo Simulations

Oliver Sheridan-Methven and Mike Giles,
University of Oxford, United Kingdom

11:00-11:20 Probabilistic Numerics

and Applications to Roundoff Error

Jon Cockayne, University of Warwick,
United Kingdom; Chris Oates, Newcastle
University, United Kingdom; Tim
Sullivan, University of Warwick, United
Kingdom; Mark Girolami, Imperial
College London, United Kingdom; Han
Cheng Lie, Free University of Berlin,
Germany

Wednesday, February 27

MS187

Computational Methods
for Linear Kinetic Transport
Equations - Part | of I

9:45a.m.-11:25 a.m.

Room: 201B

For Part 2 see MS220

Statistical mechanics provides a
mathematical modeling framework in
which a collection of "particles” (e.g.,
electrons, nucleons, atoms, or molecules)
is represented by a probability density
function (PDF). This representation
allows one to model the influence of
microscopic dynamics on larger scales,
without explicitly computing the detailed
dynamics on the microscopic scale.
Models in this framework are referred to
as "kinetic models", and arise in many
application areas, including in rarefied
gas dynamics, nuclear reactor modeling,
and plasma physics. Transport phenomena
refers to the evolution and redistribution
of macroscopic quantities such as mass,
momentum, energy, and heat flux.

This minisymposium addresses recent
advances in computational methods for
the simulation of statistical mechanical
models and the resulting transport
phenomena. Our goal is to showcase a
diverse array of application areas, models,
and numerical techniques.

Organizer: Andrew J. Christlieb
Michigan State University, U.S.

9:45-10:05 Hamilton Jacobi
Formulation of Vliasov Poisson and a
Method of Lines Transpose Approach
Andrew J. Christlieb and William A. Sands,
Michigan State University, U.S.

10:10-10:30 Assessment of the

Lagrange Discrete Ordinates Equations

for Three-dimensional Neutral Particle

Transport

Kelly L. Rowland, National Energy Research
Scientific Computing Center, U.S.; Cory
Ahrens, Los Alamos National Laboratory,
U.S.; Steven Hamilton, Oak Ridge National
Laboratory, U.S.; Rachel Slaybaugh,
University of California, Berkeley, U.S.

continued in next column

10:35-10:55 Piecewise $P_N$
Approximations for Multidimensional
Radiative Transfer

Minwoo Shin and James A. Rossmanith, Iowa
State University, U.S.

11:00-11:20 Neutron Kinetics in Liquid-

fueled Nuclear Reactors

Kathryn Huff, University of Illinois at
Urbana-Champaign, U.S.
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9:45-10:05 A Localized Reduced-order
Modeling Approach for PDEs with
Bifurcating Solutions

Martin Hess, SISSA, International School

Wednesday, February 27

MS189

Advances in Quasi-Monte

Wednesday, February 27

MS188

Reduced Order Modeling
for Parametric CFD
Problems- Part | of Il

9:45 a.m.-11:25 a.m.

Room: 201C
For Part 2 see MS221

for Advanced Studies, Trieste, Italy;
Alessandro Alla, Pontifical Catholic
University of Rio de Janeiro, Brazil;
Annalisa Quaini, University of

Houston, U.S.; Gianluigi Rozza, SISSA,
International School for Advanced Studies,
Trieste, Italy; Max Gunzburger, Florida
State University, U.S.

Carlo Methods - Part | of Il
9:45a.m.-11:25 a.m.

Room: 202B

For Part 2 see M$223
Quasi-Monte Carlo (GMC) methods

are the algorithms of choice for
evaluating high dimensional integrals.
Recent advances in qMC include

the development of open source
software, applications to uncertainty
quantification, and multivariate statistical
inference. This minisymposium
highlights some of these advances.

Large-scale computing is recurrent in
several contexts such as computational
mechanics or fluid dynamics, due to
the high computational complexity in
solving parametric and/or stochastic
systems, based, for instance, on partial
differential equations. This often leads
to an unaffordable computational
burden, especially when dealing with
real-world applications, real-time or
multi-query computing. In order to
lessen this computational burden,
reduced-order modeling techniques
(e.g., reduced basis, proper orthogonal
and generalized decomposition,
empirical interpolation, hierarchical
model reduction) play a crucial

10:10-10:30 An Approximated
Minimum Residual Reduced Basis
Method for the Parameterized
Incompressible Navier-Stokes
Equations

Tommaso Taddei, INRIA Bordeaux, France

10:35-10:55 Reduced Order Methods

for Parametric Optimal Flow Control

in Coronary Bypass Grafts: Patients

Specific Data Assimilation and

Geometrical Reconstruction

Zakia Zainib, Francesco Ballarin, and
Gianluigi Rozza, SISSA, International
School for Advanced Studies, Trieste, Italy

11:00-11:20 HIGAMod Approximation
for the Stokes Equations in Patient-
specific Geometries

Yves Barbosa, MOX, Politecnico di Milano,

Organizer: Fred J. Hickernell
llinois Institute of Technology, U.S.

Organizer: Michael B. Giles
University of Oxford, United Kingdom
9:45-10:05 The Start of Community

Supported Quasi-Monte Carlo
Software

Fred J. Hickernell, Illinois Institute of
Technology, U.S.

role as they aim to capture the most
important features of the problem

at hand without giving up accuracy.
This minisymposium focuses on

the development and application of
reduced-order modeling techniques in
computational fluid dynamics for direct
and inverse modeling, and for control,
optimization and design purposes. The
actual goal is twofold, on one hand to
provide the state of the art on the most
recently developed techniques; on the
other hand to identify the new research
directions and perspectives on the
scientific panorama.

Italy

10:10-10:30 QMC Methods for Elliptic

PDEs Driven by White Noise

Matteo Croci and Mike Giles, University
of Oxford, United Kingdom; Marie E.
Rognes, Simula Research Laboratory,
Norway; Patrick E. Farrell, University of
Oxford, United Kingdom

10:35-10:55 Computing Multivariate

Normal Variance Mixture Distributions

with Quasi-Monte Carlo Methods

Erik Hintz, Marius Hofert, and Christiane
Lemieux, University of Waterloo, Canada

11:00-11:20 Goodness-of-fit Testing
of Copulas using Quasi-Monte Carlo

Methods

Orgonizer: Annalisa Quaini Yiran Chen, Florida State University, U.S.

University of Houston, U.S.

Organizer: Gianluigi Rozza
SISSA, International School for Advanced
Studies, Trieste, Italy

Organizer: Simona Perotto
Politecnico di Milano, Italy

continued in next column
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Wednesday, February 27

MS190

Fast and Accurate Integral
Methods for Highly
Oscillatory Phenomena -
Part | of Il

9:45 a.m.-11:25 a.m.

Room: 202C

For Part 2 see MS224

Integral methods are useful tools in
applied science and engineering. In
particular, they are an important topic
for large-scale scientific computing.
Many challenges remain open and
attract much attention especially

in the high-frequency regime. This
minisymposium focuses on recent
advances in integral equations

and integral transforms for highly
oscillatory phenomena, including new
formulations for high-frequency wave
propagation, efficient and accurate
discretizations, novel fast algorithms
and their implementation based on
locally rank-structured matrices and
non-oscillatory phase functions, with
applications in various imaging science
and computational electromagnetism.

Organizer: Haizhao Yang
National University of Singapore, Singapore

Organizer: Yang Liu
Lawrence Berkeley National Laboratory,
U.S.

9:45-10:05 Boundary Element

Methods for High-intensity Focused

Ultrasound Simulations

Timo Betcke, Pierre Gelat, Seyyed Reza
Hagshenas, and Nader Saffari, University
College London, United Kingdom

10:10-10:30 The Windowed Green

Function Method and Other

Specialized High-frequency

Techniques in Computational

Electromagnetism

Oscar P. Bruno, California Institute of
Technology, U.S.

continued in next column

10:35-10:55 On Accurate Evaluation

of Oscillatory Integrals and Functions

Gregory Beylkin, University of Colorado
Boulder, U.S.

11:00-11:20 Generalized Plane Waves

for the 3D Convected Helmholtz

Equation

Lise-Marie Imbert-Gerard, University of
Maryland, Baltimore, U.S.; Guillaume
Sylvand, Airbus Group Innovations, France

Wednesday, February 27

MS191

New Challenges and
Opportunities for Model
Order Reduction - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 203

For Part 2 see MS225

In order to facilitate a fast simulation
response, model order reduction
techniques construct a low-dimensional,
problem-adapted subspace from solutions
at various time instances, different
parameter values, or different boundary
conditions. Examples comprise the
Reduced Basis method, the Proper
Orthogonal Decomposition, tensor-
based approaches, or localized model
order reduction approaches. In this
minisymposium we want to discuss
challenges and opportunities for model
order reduction methods that arise for
instance when applying model order
reduction to data assimilation, parameter
estimation and large input-parameter
spaces, incorporating ideas originally
developed in data science, or large-scale
optimization.

Organizer: Laura lapichino
Technische Universiteit Eindhoven, The
Netherlands

Organizer: Kathrin Smetana
University of Twente, Netherlands

Organizer: Tommaso Taddei
INRIA Bordeaux, France

9:45-10:05 Reduced-order Models:

Convergence Between Data and

Simulation

Angelo Iollo, Institut de Mathématiques de
Bordeaux, France; Michel Bergmann,
Inria Bordeaux Sud-Ouest, France; Andrea
Ferrero, Politecnico di Torino, Italy;
Sebastien Riffaud, Inria and University
of Bordeaux, France; Edoardo Lombardi,
Angela Scardigli, and Haysam Telib,
Optimad, Italy

continued on next page
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New Challenges and
Opportunities for Model
Order Reduction - Part | of Il

continued

10:10-10:30 Certified Reduced

Basis Methods for Variational Data

Assimilation

Sebastien J. Boyaval, Ecole des Ponts
ParisTech, France; Martin Grepl, Mark
Kaercher, Nicole Nellesen, and Karen
Veroy, RWTH Aachen University,
Germany

10:35-10:55 Greedy Controllability

of Reduced-order Linear Dynamical

Systems

Giulia Fabrini, University of Konstanz,
Germany; Laura Iapichino, Technische
Universiteit Eindhoven, The Netherlands;
Martin Lazar, University of Dubrovnik,
Croatia; Stefan Volkwein, University of
Konstanz, Germany

11:00-11:20 Adaptive Multiscale and

Asynchronous Optimization Methods

for Large-scale PDE Paramteter

Estimation

Samy Wu Fung and Lars Ruthotto, Emory
University, U.S.

Wednesday, February 27

MS192

Computational Strategies
for High-dimensional Data
Assimilation and Bayesian
Inverse Problems - Part | of |l

9:45a.m.-11:25 a.m.

Room: 205

For Part 2 see MS226

Bayesian inverse problems, in which one
estimates parameters of a model based
on noisy data, and data assimilation
problems, in which one sequentially
estimates the state and parameters

of a dynamical model using noisy
observations, occur throughout science
and engineering. Practical problems

are often characterized by nonlinear
numerical models, non-Gaussian
distributions, model error, and extremely
high dimensionality. In this session

we present and discuss computational
methods for solving inference problems
in this setting, with an emphasis on
Markov chain Monte Carlo, importance
sampling, and ensemble methods for
high-dimensional posterior distributions.

Organizer: Matthias Morzfeld

University of Arizona, U.S.

Organizer: Xin T. Tong

National University of Singapore, Singapore

Organizer: Youssef M. Marzouk
Massachusetts Institute of Technology, U.S.
9:45-10:05 Bayesian Inference with
Nonparametric Likelihood Functions

Shixiao W. Jiang and John Harlim,
Pennsylvania State University, U.S.

10:10-10:30 When is High-dimensional

State Estimation Hard or Easy?

Chris Snyder, National Center for
Atmospheric Research, U.S.

10:35-10:55 Accounting for Model

Error in ENKF

Xuemin Tu, University of Kansas, U.S.;
Alexandre Chorin, University of
California, Berkeley, U.S.; Fei Lu, Johns
Hopkins University, U.S.

11:00-11:20 A Unified Framework for

Transportation Particle Filters

Peter Jan van Leeuwen, University of
Reading, United Kingdom and Colorado
State University, U.S.

Wednesday, February 27

MS193

Data-driven Methods in
Fluid Dynamics - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 206A

For Part 2 see MS227

Data-fueled modeling and control

of complex systems is currently
undergoing a revolution, driven by

the confluence of big data, advanced
algorithms in machine learning, and
modern computational power. Over

the recent years, there has been an
increasing focus on data-driven methods
in fluid dynamics, e.g. for extraction

of coherent flow structures, reduced-
order modeling, control design in
complex cost landscapes, sensor and
actuator placement, and full-scale
design optimization. This symposium
explores the challenges and state-
of-the-art innovations in data-driven
methods for characterization, modeling,
and control in challenging fluid flow
problems, that include techniques such
as dimensionality reduction, machine
learning, operator-theoretic approaches,
and control. In this minisymposium,
experts will demonstrate achievements
in the field, discuss open problems and
challenges and inspire future directions.

Organizer: Kazuki Maeda
University of Washington, U.S.

Organizer: Eurika Kaiser
University of Washington, U.S.

9:45-10:05 Flow Reconstruction using
Manifold Learning

Lionel Mathelin, CNRS, France; Srikanth

Derebail Muralidhar and Berengere
Podvin, LIMSI-CNRS, France

continued on next page
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10:10-10:30 Optimal Actuator

Selection for Airfoil Separation Control

using Empirical Data

Maziar S. Hemati and Debraj Bhattacharjee,
University of Minnesota, U.S.; Bjoern
Klose and Gustaaf Jacobs, San Diego State
University, U.S.

10:35-10:55 Physically-informed

Bayesian Learning of Linear

Embeddings for Fluid Dynamics

Problems

Shaowu Pan and Karthik Duraisamy,
University of Michigan, Ann Arbor, U.S.

11:00-11:20 Using Machine Learning

for the Development of Closure

Models for Multiphase Flows

Gretar Tryggvason, Johns Hopkins
University, U.S.

Wednesday, February 27

MS194

Efficient Solvers for Coupled
Multiphysics Problems - Part
| of

9:45a.m.-11:25 a.m.

Room: 206B

For Part 2 see MS228

Modeling the simultaneous occurrence
of different physical processes is an
essential requirement for reliable
simulation in many computational fluid
and solid mechanics applications. The
interaction between tightly coupled
thermal, mechanical, chemical and

flow processes can play a critical role.
The discretization of these problems
gives rise to linearized equations with
an inherent block structure reflecting
the underlying physical couplings.

The development of efficient solution
strategies, either monolithic or sequential,
for such problems is an active field of
research. This minisymposium aims to
join scientists working on multi-physics
problems, both from a purely algebraic
and a more physics-based viewpoint, with
the objective of sharing experiences and
new ideas arising from a wide spectrum
of applications.

Organizer: Massimiliano

Ferronato
University of Padova, Italy

Organizer: Nicola Castelletto
Lawrence Livermore National Laboratory,
U.S.

Organizer: Joshua A. White
Lawrence Livermore National Laboratory,
U.S.

9:45-10:05 A Relaxed Physical

Factorization Preconditioner for

Mixed Finite Element Coupled

Poromechanics

Matteo Frigo, University of Padova, Italy;
Nicola Castelletto, Lawrence Livermore
National Laboratory, U.S.; Massimiliano
Ferronato, University of Padova, Italy

continued in next column

10:10-10:30 Robust Preconditioners for

the Biot's Model

James H. Adler, Tufts University, U.S.;
Francisco José Gaspar, University of
Zaragoza, Spain; Xiaozhe Hu and Peter
Ohm, Tufts University, U.S.; Carmen
Rodrigo, University of Zaragoza, Spain;
Ludmil Zikatanov, Pennsylvania State
University, U.S.

10:35-10:55 Multiscale Computation of

Multiphase Fluid Dynamics at the Pore

Scale

Yashar Mehmani and Hamdi Tchelepi,
Stanford University, U.S.

11:00-11:20 Flexible Monolithic

Solvers for Dynamic Poroelastic Wave

Propagation

Uwe Koecher, Helmut-Schmidt-University,
Germany
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MS195

CSE Education and
Workforce - Part | of Il

9:45a.m.-11:25 a.m.

Room: 206C

For Part 2 see MS229

Featured Minisymposium

This minisymposium will highlight
recent advances and future challenges
in CSE education and workforce.
Academic speakers will discuss new
and thriving interdisciplinary programs
in undergraduate and graduate CSE.
Industry and National Lab speakers will
discuss perspectives on CSE workforce
needs from various industry and
government sectors. Each talk slot will
include time for an active discussion with
minisymposium attendees.

Organizer: Serkan Gugercin
Virginia Tech, U.S.

Organizer: Karen E. Willcox
University of Texas at Austin, U.S.
9:45-10:05 CMDA: Math Modeling,
Data Science, and HPC in
Undergraduate Education

Serkan Gugercin, Virginia Tech, U.S.

10:10-10:30 A New Undergraduate

Engineering Degree in Computational

Engineering at UT Austin

Clint Dawson and Noel Clemens, University
of Texas at Austin, U.S.

10:35-10:55 Applied and

Computational Mathematics:

BYU's New Degree for 21st Century

Discovery and Innovation

Jeffrey Humpherys, Brigham Young
University, U.S.

11:00-11:20 Experiences in CSE

Graduate Education: 12 Years of AICES

Karen Veroy, RWTH Aachen University,
Germany

Wednesday, February 27

MS196

Recent Developments of
Numerical Methods for
Hyperbolic and Parabolic
Equations - Part | of Il

9:45a.m.-11:25 a.m.

Room: 206D

For Part 2 see MS230

This minisymposium is to bring people
together to discuss the recent advances
and exchange ideas in the algorithm
design of high-order numerical
methods for hyperbolic and parabolic
equations and other high-order partial
different equations, including the
implementation, numerical analysis.

In the minisymposium, the speakers
will apply those high-order numerical
methods to computational fluid, biology
and physics, etc. This minisymposium
is a good opportunity for people to
discuss with researchers from different
areas, and explore more applications
and future research collaborations. We
expect 8 speakers to present in this
minisymposium.

Organizer: Yang Yang
Michigan Technological University, U.S.

9:45-10:05 Higher Order Globally

Constraint-preserving FVTD and

DGTD Schemes for Time-dependent

Computational Electrodynamics

Dinshaw Balsara, Notre Dame University,
U.S.

10:10-10:30 Local Discontinuous

Galerkin Method for Convection-

diffusion Equations on Overlapping

Meshes

Jie Du, Tsinghua University, P. R. China;
Yang Yang, Michigan Technological
University, U.S.; Eric Chung, The Chinese
University of Hong Kong, Hong Kong

continued in next column

10:35-10:55 High-order Bound-

preserving Discontinuous Galerkin

Methods for Compressible Miscible

Displacements in Porous Media on

Triangular Meshes

Nattaporn Chuenjarern, Yang Yang, and
Ziyao Xu, Michigan Technological
University, U.S.

11:00-11:20 An Alternative Formulation
of Discontinous Galerkin Schemes for
Solving Hamilton-Jacobi Equations
Wei Guo, Texas Tech University, U.S.
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Wednesday, February 27

MS197

Task-based Programming for
Scientific Computing: Linear
Algebra Applications - Part

1 of Il

9:45a.m.-11:25 a.m.

Room: 207

For Part 2 see MS231

The evolution of modern architectures
has led to the development of numerous
new programming models. These models
aims at simplifying the work of the
programmer to help with performance
portability among various architectures,
but also in enabling more asynchronism
in applications. Among all solutions task-
based runtimes systems and language
extensions provide a large spectrum

of features to the programmer to adapt
to various applications. In this mini-
symposium, we propose to study a set

of modern linear algebra solvers that
exploits these expressive models to reach
high performance, and or express new
algorithms.

Organizer: Mathieu Faverge
Bordeaux INP, Inria, LaBRI, France

Organizer: Mathias Jacquelin
Lawrence Berkeley National Laboratory, U.S.

9:45-10:05 Hierarchical Algorithms on

Hierarchical Architectures

Kadir Akbudak, Ali M. Charara, David
E. Keyes, Hatem Ltaief, and Aleksandr
Mikhalev, King Abdullah University of
Science & Technology (KAUST), Saudi
Arabia

10:10-10:30 Exploiting Nested Task-

based Parallelism in the Factorization

of Hierarchical Matrices

Rocio Carratald-Sdez and Enrique S.
Quintana-Orti, Universidad Jaume I, Spain

10:35-10:55 Simulation of a Sparse

Direct Solver on Heterogeneous

Systems using Starpu and Simgrid

Emmanuel Agullo, Inria, France; Alfredo
Buttari, CNRS, France; Ian Masliah,
INRIA Bordeaux, France

11:00-11:20 Exploiting Parameterized

Task-graph in Sparse Direct Solvers

Mathieu Faverge, Bordeaux INP, Inria,
LaBRI, France; Gregoire Pichon, Inria,
France; Pierre Ramet, Université de
Bordeaux, Inria, LaBRI, France

Wednesday, February 27

MS198

Surrogate Modeling and
Data Compression for
Exascale Applications - Part
| of Il

9:45 a.m.-11:25 a.m.

Room: 401A

For Part 2 see MS232

High performance computing systems
are expected to reach the exascale in the
near future, requiring a new generation
of simulation tools and introducing new
challenges arising from high-dimensional,
extremely large data sets and the highly-
distributed nature of exascale systems.
This minisymposium will emphasize
surrogate modeling and data compression
techniques applicable to exascale
applications and requiring scaling across
many thousands of cores or to large
datasets. Talks that address topics in data
compression, dimension reduction, in
situ visualization, surrogate modeling, or
contain applications targeting exascale
computing resources are encouraged.

Organizer: Matthew J. Reynolds
National Renewable Energy Laboratory, U.S.

Organizer: Ryan King
National Renewable Energy Laboratory, U.S.

Organizer: Alireza Doostan

University of Colorado Boulder, U.S.

9:45-10:05 Scenario Selection for

Reliable Operations and Planning of

Large Power Grids

Matthew J. Reynolds, National Renewable
Energy Laboratory, U.S.

10:10-10:30 Exploiting Ridge Structure

in Chance Constrained Design under

Uncertainty

Jeffrey M. Hokanson and Paul Constantine,
University of Colorado Boulder, U.S.

10:35-10:55 Data Compression Based

on Orthogonal Transforms, Impact on

Post-processing of Large Data Sets

Oana Marin, Argonne National Laboratory,
U.S.

11:00-11:20 Low-rank Tucker

Decomposition of Large Tensors using

TensorSketch

Osman Asif Malik and Stephen Becker,
University of Colorado Boulder, U.S.

Wednesday, February 27

MS199

Recent Developments in
Theory and Implementation
of Subspace Correction
Methods

9:45 a.m.-11:25 a.m.
Room:401B

The method of subspace corrections
offers a very general framework in which
to analyse solvers, preconditioners,

and smoothers for a wide class of
problems. Variants of this method have
been successfully used to demonstrate
robust solvers for the Navier-Stokes
equations, Maxwell equations, and
many others. Despite this, reusable,
robust, library interfaces that take
advantage of these techniques are in
short supply. The challenge in designing
such libraries is to balance the diverse
requirements of individual, problem-
specific, methods with the goal of
providing clean, usable interfaces. The
aim of this minisymposium is to bring
together theory and practice of advanced
multilevel and domain decomposition
solvers in order to facilitate discussion
and development of usable, robust
solvers for wide classes of difficult
problems.

Organizer: Florian Wechsung
University of Oxford, United Kingdom

Organizer: Lawrence Mitchell

Durham University, United Kingdom

9:45-10:05 A New Configurable

Preconditioner for Additive Subspace

Correction Methods in PETSc

Lawrence Mitchell, Durham University,
United Kingdom; Patrick E. Farrell,
University of Oxford, United Kingdom;
Rob C. Kirby, Baylor University, U.S.;
Matthew G. Knepley, State University of
New York at Buffalo, U.S.

10:10-10:30 Nested Solvers for
Improved Scalability of Domain
Decomposition Methods

Pierre Jolivet, CNRS, France

continued on next page
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Recent Developments in
Theory and Implementation
of Subspace Correction
Methods

continued

10:35-10:55 BDDC and FETI-DP

Methods in PETSc

Stefano Zampini, King Abdullah University
of Science & Technology (KAUST),
Saudi Arabia

11:00-11:20 A Scalable Solver for the

Stationary Navier-Stokes Equations in

3D Based on Augmented Lagrangian

and Subspace Correction Methods

Florian Wechsung, University of Oxford,
United Kingdom

Wednesday, February 27

MS200

Sparse Function
Approximations: Theory and
Applications - Part | of Il

9:45a.m.-11:25 a.m.

Room: 401C

For Part 2 see MS234

Learning non-linear systems from noisy,
limited, and/or dependent data is an
important task for data analysis across
various many scientific fields including
statistic, engineering, computer science,
mathematics, and many more. One

of the major paradigms is to learn an
unknown generating function from a
set of input-output pairs, which can

be rephrased as finding an appropriate
approximation to a high-dimensional
function. Without additional restrictions
or structures, this learning task is ill-
posed. This minisymposium addresses
some recent developments of several
learning techniques, which leverage
structures such as sparsity, randomness,
dimensionality, etc, in order to make the
learning well-posed. The presentations
will cover analysis based on orthogonal
polynomials, sampling, approximation
theory, probability theory, as well as
novel computational techniques.

Organizer: Giang Tran
University of Waterloo, Canada

Organizer: Rachel Ward

University of Texas at Austin, U.S.

Organizer: Hayden Schaeffer

Carnegie Mellon University, U.S.

9:45-10:05 Sparse Recovery and

Outlier Detection for Dependent Data

Giang Tran, University of Waterloo, Canada;
Rachel Ward, University of Texas at Austin,
U.S.; Hayden Schaeffer, Carnegie Mellon
University, U.S.

10:10-10:30 Sparse Polynomial

Approximation on Irregular Domains

Ben Adcock, Simon Fraser University,
Canada; Daan Huybrechs, KU Leuven,
Belgium; Mohsen Seifi, Simon Fraser
University, Canada

continued in next column

10:35-10:55 Learning Functions with

Low Complexity in High Dimensions

Wenjing Liao, Georgia Institute of
Technology, U.S.; Mauro Maggioni and
Stefano Vigogna, Johns Hopkins University,
U.s.

11:00-11:20 Analysis of Sparse

Recovery for Legendre Expansions

using Envelope Bound

Hoang A. Tran, Oak Ridge National
Laboratory, U.S.; Clayton G. Webster,
University of Tennessee and Oak Ridge
National Laboratory, U.S.
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Wednesday, February 27

MS201

Theoretical and
Computational Aspects

in Nonlocal and Material
Science Modeling - Part | of
!

9:45a.m.-11:25 a.m.

Room: 402A

For Part 2 see MS333

The mathematics of material science
encompasses a variety of aspects,

from formulating models that describe
material properties and phenomena, to
theoretical investigations, and numerical
simulations. A variety of models
describing local and nonlocal effects have
been shown successful in applications,
their investigation and implementation

in real-world applications is ongoing
attracting the interest of a growing
community. Nonlocal models such as
anomalous diffusion and peridynamics
can incorporate temporal and spatial
nonlocal behaviors due to memory
effects and long-range forces. For
problems where these effects cannot be
neglected, such descriptions are more
accurate than PDEs and have recently
gained popularity. Mathematical analysis
and numerical solutions for nonlocal
problems remain challenges, requiring
new approaches to design robust, efficient
and predictive numerical methods. The
goal of this minisymposium is to bring
together researchers working on different
applications in material science to present
and discuss novel approaches related to
theoretic nonlocal models and present
approaches for their numerical solution.

Organizer: Marta D'Elia

Sandia National Laboratories, U.S.

Organizer: Petronela Radu
University of Nebraska, Lincoln, U.S.
9:45-10:05 Theoretical and Numerical

Aspects for Doubly Nonlocal Problems
on Bounded Domains

Petronela Radu, University of Nebraska,
Lincoln, U.S.

continued in next column

10:10-10:30 Investigation of Dispersion

Relation of the 1D Quasi-nonlocal

Coupling for Nonlocal and Local

Mechanics

Helen Li, University of North Carolina,
Charlotte, U.S.

10:35-10:55 Theoretical Aspects of

Nonlocal Helmholtz Decomposition of

a Vector Field

Marta D'Elia, Sandia National Laboratories,
U.S.; Cynthia Flores, California State
University, Channel Islands, U.S.; Xingjie
Li, University of North Carolina, Charlotte,
U.S.; Petronela Radu, University of
Nebraska, Lincoln, U.S.; Yue Yu, Lehigh
University, U.S.

11:00-11:20 Numerical Aspects of

Nonlocal Helmholtz Decomposition of

a Vector Field

Yue Yu, Lehigh University, U.S.; Marta
D'Elia, Sandia National Laboratories,
U.S.; Cynthia Flores, California State
University, Channel Islands, U.S.; Xingjie
Li, University of North Carolina, Charlotte,
U.S.; Petronela Radu, University of
Nebraska, Lincoln, U.S.

Wednesday, February 27

MS202

Nonlocal Models in
Computational Science and
Engineering - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 402B

For Part 2 see MS236

Nonlocal models provide a new
framework to overcome limitations

and challenges present in classical
PDE-based models. For instance,
peridynamics, a nonlocal extension

of classical continuum mechanics,
admits discontinuous solutions and
naturally describes material failure

and damage. Similarly, nonlocal and
fractional diffusion models can represent
anomalous diffusion and heat transfer.
Furthermore, nonlocal models introduce
length scales, which can be used for
multiscale modeling. Recent years have
witnessed a tremendous advance in
modeling, mathematical analysis, and
computational practice for nonlocal
problems. This minisymposium focuses
on recent developments in peridynamics,
nonlocal and fractional diffusion, and
other related nonlocal models. The
topics of interest include and are not
limited to: peridynamics, nonlocal

and fractional mass diffusion and heat
transfer, discretization and time-stepping
methods for nonlocal models, nonlocal
boundary conditions, multiscale methods
and multi-physics modeling with
nonlocal models, nonlocal modeling

of heterogeneous systems, engineering
and scientific applications with nonlocal
models.

Organizer: Yue Yu
Lehigh University, U.S.

Organizer: Pablo Seleson

Oak Ridge National Laboratory, U.S.

9:45-10:05 Foundations of Material

Anisotropy in Classical Elasticity and

Peridynamics

Pablo Seleson and Jeremy Trageser, Oak
Ridge National Laboratory, U.S.; Max
Gunzburger, Florida State University, U.S.

continued on next page
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Computational Science
and Engineering - Part | of Il

continued

10:10-10:30 Subsurface Applications

for Peridynamics

Michael L. Parks, Sandia National
Laboratories, U.S.

10:35-10:55 Finite Element and

Finite Difference Modeling and

Convergence for State Based

Peridynamic Fracture

Robert P. Lipton, Louisiana State University,
U.S.

11:00-11:20 Asymptotically

Compatible Foundations for Nonlocal

Mechanics

Nathaniel Trask, Sandia National
Laboratories, U.S.

Wednesday, February 27

MS203

Generalizable Machine
Learning and Clustering
Methods: Applications in
Bias, Biology, and Imaging

9:45a.m.-11:25 a.m.

Room: 402C

For Part 2 see MS169

For Part 4 see MS237

Part of the SIAM Workshop
Celebrating Diversity

As the implementation of machine
learning methods become more
commonplace to answer questions

in science and society, the need for
generalizable methods have increased.
At the same, these methods should be
approached with appropriate domain
knowledge of the particular research
question and understanding of any
underlying bias. The talks in this session
will present advances in these methods
in the context of bias, biology, and
imaging applications. The first talk

will address optimization and machine
learning methods to detect genomic
variation in related individuals. The
second communication will incorporate
data from intensive care units (ICU) to
assess bias in mortality prediction. The
next presentation will use topological
data analysis to improve predictions from
ECG signals. The final talk will develop
a new density-based clustering method in
the context of image segmentation.

Organizer: Mario Banuelos
California State University, Fresno, U.S.

Organizer: Talea Mayo
University of Central Florida, U.S.

Organizer: Shelby Wilson
Morehouse College, U.S.

9:45-10:05 Predicting Genomic
Variation in Error-prone Data Regimes

Mario Banuelos, California State University,
Fresno, U.S.

continued in next column

10:10-10:30 Assessing Bias in the

Prediction of Mortality in the ICU

Lara Reichmann, University of San
Francisco, U.S.

10:35-10:55 Classification of Short ECG

Readings: TDA Informed Machine

Learning

David T. Uminsky, University of San
Francisco, U.S.

11:00-11:20 A Consistent Density-
based Clustering Algorithm and its
Application to Microstructure Image
Segmentation

Marilyn Vazquez, ICERM, U.S.
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CPI11

Numerical Linear Algebra i
2:45 a.m.-11:.25 a.m.
Room: 201A

Chair: Christophe Audouze, University of
Toronto, Canada

9:45-10:00 Sparse Low-rank Separated

Representation Models for Regression

Christophe Audouze and Prasanth B. Nair,
University of Toronto, Canada

10:05-10:20 High Performance Qr

Factorization of lll-conditioned

Matrices Based on the Cholesky Qr

Algorithm

Takeshi Fukaya, Hokkaido University, Japan;
Ramaseshan Kannan, Arup, Manchester,
United Kingdom; Yuji Nakatsukasa,
National Institute of Informatics, Japan;
Yusaku Yamamoto, University of Electro-
Communications, Japan; Yuka Yanagisawa,
Waseda University, Japan

10:25-10:40 Communication-optimal

Qr Decomposition Using Task-based

Parallelism

Heather Pacella and Gianluca laccarino,
Stanford University, U.S.

10:45-11:00 Comparing Randomized

and Deterministic Approaches for

Computing Low-rank Approximations

of Large Matrices

Carlos Pachajoa, Viktoria Mayer, and
Wilfried N. Gansterer, University of
Vienna, Austria

11:05-11:20 A Partial Singular Value

Decomposition Algorithm and its

Implementation on Distributed-

memory Systems.

David E. Keyes and Hatem Ltaief, King
Abdullah University of Science &
Technology (KAUST), Saudi Arabia; Yuji
Nakatsukasa, University of Oxford, United
Kingdom; Dalal Sukkari, King Abdullah
University of Science & Technology
(KAUST), Saudi Arabia

Wednesday, February 27

CP12

Mathematical Optimization
!

9:45 a.m.-11:25 a.m.

Room: 202A

Chair: Silke Glas, University of Ulm,
Germany

9:45-10:00 Scalable Incremental

Nonconvex Optimization Approach

for Phase Retrieval from Minimal

Measurements

Ji Li, Beijing Computational Science
Research Center, China; Jian-Feng Cai,
Hong Kong University of Science and
Technology, Hong Kong; Hongkai Zhao,
University of California, Irvine, U.S.

10:05-10:20 Advances in Greedy

Optimization Algorithm in Locating

Mfs Nodes and Collocation Points

Aidan Doyle, Anton Nelson, and Matthew
Yuan, United States Military Academy,
U.S.; Noah DeMoes and Bryce Wilkins,
Massachusetts Institute of Technology,
U.S.; Kameron Grubaugh, Unaffiliated;
Theodore Hromadka, United States
Military Academy, U.S.

10:25-10:40 Efficient Multilevel

Methods for the Optimal Control

of Large-scale Stochastic Partial

Differential Equations.

Sumaya Alzuhairy, Andrei Draganescu, and
Bedrich Sousedik, University of Maryland,
Baltimore County, U.S.

10:45-11:00 Model Reduction for

Hamilton-Jacobi-Bellman Equations

Resulting from Intraday Trading of

Electricity

Silke Glas and Karsten Urban, University of
Ulm, Germany

11:05-11:20 Robust Residual-based

and Residual-free Greedy Algorithms

for Reduced Basis Methods

Jiahua Jiang, Virginia Tech, U.S.; Yanlai
Chen, University of Massachusetts,
Dartmouth, U.S.; Akil Narayan, University
of Utah, U.S.

Wednesday, February 27

SIAM Workshop Celebrating
Diversity and Broader
Engagement Joint Lunch (by
invitation)

11:30 a.m.-1:00 p.m.

Room: Davenport Hotel -- Cedar Ballroom

SP1 SIAG CSE Best Paper
Prize Lecture

11:30 a.m.-12:00 p.m.

Room: Ballroom 100BC

Recipient to be announced.

Lunch Break
12:00 p.m.-1:00 p.m.
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IP6

Stochastic Gradient Descent,
in Theory and Practice

1:00 p.m.-1:45 p.m.
Room:Ballroom 100BC

Chair: Stefan Wild, Argonne National
Laboratory, U.S.

Stochastic Gradient Descent (SGD) is
a first-order stochastic optimization
algorithm which is the algorithm of
choice behind powerful deep learning
architectures which are becoming
increasingly omnipresent in society.
Still, there remains is a wide gap between
the setting where SGD theoretical
guarantees and the setting where SGD
is most effective and useful in practice.
We discuss recent theoretical results
which make progress towards closing
this gap. First, we present the first
theoretical guarantees for "adaptive
learning rate" SGD algorithms such

as AdaGrad which are used widely in
practice, as they make SGD less sensitive
to choice of hyperparameters such as
the step-size, but which are challenging
to analyze theoretically as they are non-
linear stochastic dynamical systems.
Second, we provide new guarantees

for the convergence of SGD to global
minimizers of certain non-convex
optimization problems via a novel
analysis for products of independent
random matrices. We conclude by
discussing several open problems.

Rachel Ward

University of Texas at Austin, U.S.

Coffee Break
1:45 0.m.-2:15 p.m. . B

Room:Ballroom Foyer

Wednesday, February 27

MS204

Exploiting Model
Hierarchies, Sparsity and
Low-rank Structure of
Large-scale Bayesian
Computation - Part Il of Il

2:15 p.m.-3:55 p.m.
Room:Ballroom 100BC

For Part 1 see MS170

One of the central tasks in modern
computational science and engineering
is to quantify the uncertainty associated
with the computational results. This
can be broadly classified as Bayesian
Computation. Frequently these tasks
involve expensive or intractable
numerical models, embedded in
likelihood functions that involve
high-dimensional parameters and/

or high-dimensional data sets. The
output is typically the posterior (post
data) distribution of parameters or
quantities of interest, or statistics of
those parameters or quantities. Markov
chain Monte Carlo, sequential Monte
Carlo, and other posterior exploration
schemes require repeated evaluations
of such models, in principle over high-
dimensional spaces. In this setting,
standard algorithms quickly become
intractable. Methods for identifying
and exploiting model hierarchies,
low-rank structure and sparsity in

the representation of the posterior
distribution are becoming essential

for solving these otherwise intractable
Bayesian inference problems. This
minisymposium will bring together
researchers working on the forefront of
structure-exploiting methods intended
to accelerate such large-scale Bayesian
computation.

Organizer: Tiangang Cui
Monash University, Australia

Organizer: Robert Scheichl

Universitdit Heidelberg, Germany

continued in next column

2:15-2:35 Consistent Parameter

Distributions in High-dimensional

Spaces: Built One Dimension at a

Time

Troy Butler, University of Colorado, Denver,
U.S.

2:40-3:00 Low-rank Structure in

Optimization-based Sampling

Zheng Wang and Youssef M. Marzouk,
Massachusetts Institute of Technology,
U.S.; Tiangang Cui, Monash University,
Australia

3:05-3:25 Mitigating the Cost of

PDE-constrained Bayesian Inverse

Problems Using Dimensionality

Reduction and Machine Learning

Sheroze Sheriffdeen, Institute for
Computational Engineering and Sciences,
u.S.

3:30-3:50 Hierarchical Off-diagonal

Low-rank Approximation for Hessians

in Bayesian Inference

Tucker Hartland, University of California,
Merced, U.S.; Ruanui Nicholson,
University of Auckland, New Zealand;
Noemi Petra, University of California,
Merced, U.S.
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MS205

Progress and Challenges in
Extreme Scale Computing
and Data - Part 11 of |l

2:15 p.m.-3:55 p.m.
Room:Conference Theater

For Part 1 see MS171

Extreme scale computing efforts have
resulted in numerous advances for
multicore, manycore and accelerator
based scalable systems. In addition,
large-scale applications must increasingly
deal with data management and analysis
as a first-class concern. Therefore,

new applications often have to manage
distributed and parallel computing, and
have to manage workflows of different
tasks (computing, data analytics,
machine learning, visualization,...). In
this minisymposium we present some of
the latest works in scalable algorithms,
programming paradigms, and libraries
for next generation computing platforms.
Furthermore, we discuss efforts to better
incorporate data science concerns as a
principle component of our scientific
workflows.

Organizer: Serge Petiton
University of Lille, France

Organizer: Michael A. Heroux
Sandia National Laboratories, U.S.

Organizer: Kengo Nakajima

University of Tokyo, Japan

2:15-2:35 Recent Trends and

Challenges for High Performance

Sparse Linear Algebra

Michael A. Heroux, Sandia National
Laboratories, U.S.

2:40-3:00 A Parallel Time Integration

Approach without Re-discretization in

Time Direction

Akihiro Fujii and Teruo Tanaka, Kogakuin
University, Japan; Takeshi Iwashita,
Hokkaido University, Japan

continued in next column

3:05-3:25 On Performances Portability:

lllustration on Cross-section

Calculations for Monte Carlo Neutron

Transport

Christophe Calvin, CEA Saclay, France;
Emeric Brun, Fausto Malvagi, and Tao
Chang, CEA, DEN, SRMP, France

3:30-3:50 H-Matrix Framework for
Many-core Processors

Tetsuya Hoshino and Akihiro Ida, University
of Tokyo, Japan

Wednesday, February 27

MS206

Advanced HPC Trends for Qil
and Gas Applications - Part
Il of Il

2:15 p.m.-3:55 p.m.
Room:102A

For Part 1 see MS172

For decades, advances in high
performance computing have led to more
accurate, safer, and faster oil and gas
exploration and production processes.
Applications range from seismic imaging
and reservoir simulations to seismic
interpretation and digital rock physics.
This evolution is paramount today to
further develop production by exploring
increasingly complex reservoirs and

by enhancing the recovery ratios from
existing fields. In fact, these requirements
translate into larger volumes of data to
process and models of higher fidelity in
terms of physical formulation and space
and time resolutions. To cope with these
challenges, the oil and gas industry has to
adapt constantly to a changing technology
landscape in terms of algorithms,
platforms, software, and tools. The move
towards less synchrony at all system
levels, the widening gap between cost of
10 versus floating-point operations, and
the recent advent of Deep Learning are

a few of these important changes the oil
and gas software industry has to consider
in moving forward with exascale. This
minisymposium is an opportunity to
discuss today's and future trends defining
oil and gas HPC applications design.

Organizer: Rached
Abdelkhalak

King Abdullah University of Science &
Technology (KAUST), Saudi Arabia
Organizer: Gabriel Fabien-
Quellet

Polytechnique Montreal, Canada

continued on next page
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MS206

Advanced HPC Trends for Qil
and Gas Applications - Part
Il of Il

confinued

2:15-2:35 Smoothing Data Movement

Between Ram and Storage for Reverse

Time Migration

Tarig Alturkestani, King Abdullah University
of Science and Technology (KAUST),
Saudia Arabia and University of Pittsburgh,
U.S.; Thierry Tonellot, Saudi Aramco Oil
Company, Saudi Arabia; Hatem Ltaief,
King Abdullah University of Science &
Technology (KAUST), Saudi Arabia;
Vincent Etienne, Saudi Aramco Oil
Company, Saudi Arabia; David E. Keyes,
King Abdullah University of Science &
Technology (KAUST), Saudi Arabia

2:40-3:00 Automation of Velocity

Analysis with Recurrent Neural

Networks

Gabriel Fabien-Ouellet, Polytechnique
Montreal, Canada; Rahul Sarkar, Stanford
University, U.S.

3:05-3:25 Deep Learning in an
Industrial Context: an Introduction to
the NVIDIA Ecosystem

Issam Said, NVIDIA, U.S.

3:30-3:50 Fossil Segmentation and

Classification using 3D U-NET Based

Architecture

Amine Kerkeni, InstaDeep, Tunisia; Youssef
Ben Dhia and Karim Beguir, InstaDeep,
U.K.; Noomane Keskes and Maxime
Bellay, Total, France

Wednesday, February 27

MS207

Advances and Applications
in Numerical Methods for
Interfacial Flows - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 102C

For Part 1 see MS174

Flows with multiple components
separated by fluid interfaces are
ubiquitous in nature and engineering. In
the past tens of years, vast progress has
been made in the numerical simulation
of interfacial flows and many outstanding
methods have been developed, eg., the
volume-of-fluid, level-set, front-tracking,
and phase-field methods. However,
challenges, such as the coupling between
fluid interface and complex rheology,
moving contact line, and accurate and
robust discretization, still remain. This
minisymposium aims to bring together
experts in this area to discuss new
developments across different methods
and identify new application areas.

Organizer. Pengtao Yue
Virginia Tech, U.S.

Organizer: Shahriar Afkhami
New Jersey Institute of Technology, U.S.

2:15-2:35 Stabilized IEQ/SAV Approach

for Gradient Flow System with Strong

Spatial Anisotropy

Xiaofeng Yang, University of South Carolina,
U.S.

2:40-3:00 Modelling Moving Contact

Lines in Multi-phase Fluids

Weiging Ren, National University of
Singapore and IHPC, Singapore

3:05-3:25 An Interface-preserving

Level-set Method for Interfacial Flows

with Contact Lines

Jiaqi Zhang and Pengtao Yue, Virginia Tech,
U.S.

3:30-3:50 Domain Decomposition

Solvers and Preconditioners for the

Implicit Closest Point Method

Ian May, Simon Fraser University, Canada;
Ronald Haynes, Memorial University,
Newfoundland, Canada; Steven Ruuth,
Simon Fraser University, Canada

Wednesday, February 27

MS208

Numerical Methods for
Multi-Material Fluid Flows -
Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 102D

For Part 1 see MS175

The minisymposia aims to bring
together researchers from universities
and research laboratories to discuss

the state-of-the-art in multi-material
hydrodynamics simulations. It focuses
on relevant numerical methods, on the
analysis of such methods and on the
modeling of complex multi-material
flows. Topice include Lagrangian
Hydrodynamics, Arbitrary Lagrangian
Eulerian (ALE) Methods, Eulerian
Methods, Mesh Generation Methods,
including Mesh Adaptation, Interface
Reconstruction Methods, Data Transfer
Between Meshes—Remapping,
Advanced Discretization Methods, High-
order Methods.

Organizer: Mikhail Shashkov
Los Alamos National Laboratory, U.S.

2:15-2:35 On a High-order

Lagrangian Discontinuous Galerkin

Hydrodynamic Method

Nathaniel Morgan, Xiaodong Liu, and
Donald E. Burton, Los Alamos National
Laboratory, U.S.

2:40-3:00 Gradient-based Nonlinear

Stabilization for Finite Element

Discretizations of Conservation Laws

Dmitri Kuzmin, Technische Universitiit
Dortmund, Germany

3:05-3:25 High Order Direct ALE
Schemes on Moving Voronoi Meshes
with Changing Connectivity
Elena Gaburro, University of Trento, Italy;
Walter Boscheri, Free University of
Bolzen-Bolzano, Italy; Michael Dumbser,
University of Trento, Italy; Christian
F. Klingenberg, Wurzburg University,
Germany

3:30-3:50 High-order Matrix-

free Hyper-viscosity for Arbitrary

Lagrangian-Eulerian Hydrodynamics

Robert Rieben, Lawrence Livermore National
Laboratory, U.S.; Pedro David Bello-
Maldonado, University of Illinois at
Urbana-Champaign, U.S.
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MS209

Machine Learning Strategies
for Computer Simulation of
Physical Systems - Part 1l of Il

2:15 p.m.-3:55 p.m.
Room:111A

For Part 1 see MS176

The bidirectional relation between
computational models and data
necessitates commensurate advances in
machine learning algorithms and tools.
This minisymposium aims to go beyond
the parametric calibration of models
and to address questions that pertain

to the discovery of new models from
computationally or experimentally-
generated data. This need arises often
in several instances of computational
modeling as for example in uncertainty
quantification where the construction
of reduced-order or surrogate models

is imperative in order to overcome the
huge number of calls to highly-complex
and expensive models. Furthermore,
similar problems appear in the context
of multiscale simulations where high-
resolution, computationally-generated
data over relatively small spatial
domains and time horizons must be
used in order to construct effective
models of the system’s behavior over
larger spatiotemporal scales. In both
of the aforementioned cases, significant
challenges relate to high-dimensionality
of inputs and outputs which usually
exceed those encountered in typical
machine learning applications, the
discovery of meaningful and physically-
interpretable collective variables and
structural features of the models as

well as the incorporation of physical
constraints and invariances whenever
these are available.

Organizer: Phaedon S.
Koutsourelakis

Technische Universitit Miinchen, Germany

continued in next column

2:15-2:35 Learning Coarse-grained

Models from Molecular Dynamics

Markus Schoeberl, Technische Universitit
Miinchen, Germany; Nicholas Zabaras,
University of Notre Dame, U.S.; Phaedon-
Stelios Koutsourelakis, Technische
Universitidt Miinchen, Germany

2:40-3:00 Learning Strategies for

Generating Low-rank Representations

of Physical Systems

Alex Gorodetsky, University of Michigan,
U.S.

3:05-3:25 Theory-guided Data Science:

A New Paradigm for Scientific
Discovery from Data
Anuj Karpathe, University of Minnesota, U.S.

3:30-3:50 Physics-aware and Sparse

Coarse-graining of Multiscale

Dynamics

Sebastian Kaltenbach and Phaedon-Stelios
Koutsourelakis, Technische Universitit
Miinchen, Germany

Wednesday, February 27

MS210

Machine Learning
Approaches for the Sciences
and Engineering: Recent
Developments - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 111B

For Part 1 see MS177

This session brings together researchers
and practitioners to present recent results
on emerging data-driven approaches

and machine learning methods, with an
emphasis on their adaptation for use in
the sciences and engineering. There have
been many recent successes in areas,
such as Natural Language Processing
(NLP) and Image Processing (IP).
However, problems encountered in the
sciences and engineering disciplines
often have rather different requirements
and structure than those of NLP/IP.

For adoption in these new problem
domains, further mathematical and
computational developments are needed
for effective use of machine learning
methods. In this session, we bring
together researchers working on specific
applications that would benefit from such
data-driven/ML approaches, as well as,
investigators working on fundamental
new developments in emerging areas of
machine learning.

Organizer: Ben J. Gross
University of California, Santa Barbara, U.S.

Organizer: Paul J. Afzberger

University of California, Santa Barbara, U.S.

2:15-2:30 Training Domain Expert

Neural Networks with Weak Supervised

Learning

Garrett Goh, Pacific Northwest National
Laboratory, U.S.

2:35-2:50 Neural Network Surrogates

of PDE-based Dynamical Systems,

Application to Ice Sheet Dynamics

Mauro Perego, Sandia National Laboratories,
U.S.

2:55-3:10 Interpretability and

Representation of Data in Recurrent

Neural Networks

Eli Shlizerman, University of Washington,
Seattle, U.S.

3:35-3:50 Multilevel Adaptive
Reduction of Data for Large Scale
Scientific Simulation

Ben Whitney, Brown University, U.S.
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MS211

Recent Advances in
Multilevel Solvers - Part Il of
Il

2:15 p.m.-3:55 p.m.
Room: 111C

For Part 1 see MS178

For many years, multilevel solvers have
played a central role in many areas of
computer simulation, including fluid
dynamics, solid mechanics, computer
graphics, geophysical exploration, and
more. As a result, development and
analysis of multilevel solvers remains
an important area of research in
computational science and engineering.
In this minisymposium, we bring
together speakers focused on several
aspects of multilevel solvers, including
developing algorithms for coupled
multiphysics problems, analysis of
algorithms, and graph problems.

Organizer: James H. Adler
Tufts University, U.S.

Organizer: Scott Maclachlan
Memorial University, Newfoundland, Canada

Organizer: Xiaozhe Hu
Tufts University, U.S.

2:15-2:35 Computing the Eigenvalues

of the Dirichlet-to-Neumann Map for

Indefinite Helmholtz Equation

Yanggingxiang Wu, Pennsylvania State
University, U.S.

2:40-3:00 Randomized Solvers
John Urschel, Massachusetts Institute of
Technology, U.S.

3:05-3:25 Efficient Operator-

coarsening Multigrid Schemes for

Local Discontinuous Galerkin Methods

Daniel Fortunato and Chris H. Rycroft,
Harvard University, U.S.; Robert Saye,
Lawrence Berkeley National Laboratory,
u.S.

3:30-3:50 Local Fourier Analysis of

BDDC-like Algorithms

Yunhui He, Memorial University,
Newfoundland, Canada; Jed Brown,
University of Colorado Boulder, U.S.;
Scott Maclachlan, Memorial University,
Newfoundland, Canada

Wednesday, February 27

MS212

High-order Finite Element
Methods for Complex and
Multiphysics Applications -
Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 300A

For Part 1 see MS179

A current challenge before the applied
mathematics and computational science
community is the solution of complex
and multiphysics systems. Science and
engineering applications for these systems
are highly-nonlinear and have strongly
coupled physical mechanisms that interact
on a wide range of length- and time-scales
and require robust and efficient high-
resolution numerical approximations.

For this reason, developing robust, and
accurate methods that can effectively use
parallel computation at extreme scales

is critical. In this context numerical
discretizations and solvers for practical
multiphysics simulations must be: (1)
High-order accurate in space and time;
(2) Stable; (3) Conservative; (4) Having
minimum degrees of freedom for implicit
solution approaches; (5) Well suited for
unstructured meshes; (6) Well suited

for hp-adaptivity; (7) Well suited for
applications with disparate temporal and
spatial scales; and (8)Well suited for fine-
grain parallelism. This minisymposium
focuses on the latest developments

in high(er) order finite element,

and related methods and associated
numerical methods. The speakers

in this minisymposium will address
theoretical/numerical and computational
issues that are critical to developing
approaches with these desired properties.
Applications will include aerodynamics,
magnetohydrodynamics, plasma physics,
subsurface flows, geophysical flows, etc.

continued in next column

Organizer: Sriramkrishnan

Muralikrishnan
University of Texas at Austin, U.S.

Organizer: Shinhoo Kang
University of Texas at Austin, U.S.

Organizer: Tan Bui
University of Texas at Austin, U.S.

2:15-2:35 Wind Turbine Simulation with

High-order Hybridized Discontinuous

Galerkin Methods

Shinhoo Kang and Tan Bui-Thanh, University
of Texas at Austin, U.S.

2:40-3:00 Enabling Large-scale

Wind Farm Simulations Using An

Hp-Adaptive Discontinuous-Galerkin

Method and Overset Grids

Michael Brazell and Dimitri Mavriplis,
University of Wyoming, U.S.

3:05-3:25 A New Adaptive Block

ILU Preconditioning Technique with

Application in High-order Simulations

of Three-dimensional Aircrafts

Behzad Ahrabi and Dimitri Mavriplis,
University of Wyoming, U.S.

3:30-3:50 Nonhydrostatic Atmospheric

Models using Dynamically Adaptive

Continuous and Discontinuous

Galerkin Methods

Jeremy E. Kozdon and Francis X. Giraldo,
Naval Postgraduate School, U.S.; Michal
Kopera, Boise State University, U.S.; Lucas
Wilcox, Naval Postgraduate School, U.S.
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MS213

Multiphysics and Multiscale
Problems in Computational
Science and Engineering -

Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 300B

For Part 1 see MS180

Multiphysics and multiscale problems are
challenging algorithmically and taxing
computationally. Since the interface

or boundary is constantly changing
nonlinearly, accurate representation in

a stable manner is not trivial, not to
mention nonlinearities in the governing
equations. Hence, high order and high-
fidelity discretization methods combined
with accurate and stable coupling
strategies are needed, and analysis tools
as well as acceleration (stabilization)
techniques are of critical importance.

In this minisymposium, we will review

a number of new ideas for developing
efficient and reliable coupling algorithms
and share interesting applications in
various engineering and science fields.
The topics of interest include and are not
limited to: fluid—structure interaction,
atomistic-to-continuum coupling
problems, nonlocal-to-nonlocal/local
coupling problems, quantum mechanics,
micro-mechanics of materials, concurrent
coupling approaches, multiphysics/
multiscale coupling methods.

Organizer: Xingjie Li

University of North Carolina, Charlotte, U.S.

2:15-2:35 A Neumann-type Boundary

Condition for Peridynamics and its

Coupling with Fluids

Yue Yu and Huaigian You, Lehigh
University, U.S.; Nathaniel Trask, Sandia
National Laboratories, U.S.; Ming-Chen
Hsu, Iowa State University, U.S.

2:40-3:00 Understanding the Tunable
Adhesion and Wetting of Wrinkled
Surfaces via a Lattice Model

Teng Zhang, Syracuse University, U.S.

continued in next column

3:05-3:25 Analysis of An Atomistic

Model for Anti-plane Fracture with

Sequential Coupling

Maciej Buze, University of Warwick, United
Kingdom

3:30-3:50 Large-scale Embedding

Quantum Simulations of Twisted

Graphene Layers.

Xiaojie Wu, University of California,
Berkeley, U.S.

Wednesday, February 27

MS214

Tensor-based Methods for
Scientific and Engineering
Computing

2:15 p.m.-3:55 p.m.

Room: 300C

Tensor-based methods are power tools
in modern scientific and engineering
computing, especially for high-
dimensional and large data problems.
Once a dataset has been tensorized,
tensor decomposition methods such

as the tensor-train (TT) or high-order
singular value decomposition (HOSVD)
can be used to form extremely compact
representations, much smaller than the
original data size. By limiting the rank in
a tensor decomposition, it is also possible
to find an accurate approximation of

the original data, which again reduces
the size of the representation. In many
practical problems, extracting essential
information from a huge data set has

the potential to help enhancing the new
scientific discovery or improving the
physical model. Similar to the singular
value decomposition (SVD), principal
component analysis (PCA) or proper
orthogonal decomposition (POD), the
tensor decomposition methods not only
provide a concise representation of the
data but also help to discovery critical
properties of the physical systems. This
minisymposium will bring in researchers
working on numerical analysis, algorithm
development and applications using
tensor-based methods from different
areas to leverage the enhancement of

the tensor methods in scientific and
engineering computing.

Organizer: Xiu Yang
Pacific Northwest National Laboratory, U.S.

Organizer: Zheng Zhang
University of California, Santa Barbara, U.S.

2:15-2:35 Low-rank Tensor Methods for

Optimal Control of Fractional PDEs

Gennadij Heidel, Universitét Trier, Germany;
Venera Khoromskaia, Max Planck
Institute for Mathematics in the Sciences,
Germany; Boris Khoromskij, Max Planck
Institut Leipzig, Germany; Volker Schultz,
Universitit Trier, Germany

continued on next page
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MS214

Tensor-based Methods for
Scientific and Engineering
Computing

continued

2:40-3:00 Optimal Solutions to

Complex Tensor Approximation

Problems almost Always Exist

Lek-Heng Lam and Yang Qi, University of
Chicago, U.S.; Mateusz Michalek, Max
Planck Institute for Mathematics in the
Sciences, Germany and Polish Academy of
Sciences, Poland

3:05-3:25 The Space-time Problem

with Model Reduction for Traveling

Waves

Ariana Mendible, Steven Brunton, and J.
Nathan Kutz, University of Washington,
U.S.

3:30-3:50 Fast and Flexible Bayesian

Inference for Low-rank Tensor

Problems

Cole Hawkins and Zheng Zhang, University
of California, Santa Barbara, U.S.

Wednesday, February 27

MS215

BE: Parallel Algorithm Design
2:15 p.m.-3:55 p.m.

Room: 301

Organizer: Mary Ann E. Leung

Sustainable Horizons Institute, U.S.

Wednesday, February 27

MS216

Mathematical Methods for
Control and Optimization
of Large-scale Energy
Networks - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 302A

For Part 1 see MS183

Recent developments in the energy
market require new mathematical
models and suitable algorithms for

the efficient usage of the existing
networks. For instance, in the case of
electrical power networks, the increase
of renewable energy sources and the rise
of the electric car lead to new challenges
for the mathematical model and require
optimization of the power network.

If additionally storage units such as
batteries are considered, this becomes
an even more challenging problem.
Moreover, the integration of renewable
energy sources such as natural gas,
photovoltaics, and wind energy into

the power grids poses new challenges
from both theoretical and practical
sides. Starting from these real-world
problems, the mathematical aspects of
this minisymposium concentrate on
methods for large-scale energy networks
and, in particular, address optimization
and stability analysis, model predictive
control, model-order reduction,
uncertainty quantification, and related
topics on energy networks. The abstract
setting allows for consideration of
applications arising from both, gas and
power networks.

Organizer: Manuel Baumann
Max Planck Institute for Dynamics of
Complex Technical Systems, Germany

Organizer: Yue Qiu
Max Planck Institute for Dynamics of
Complex Technical Systems, Germany

continued on next page
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2:15-2:35 Fast Numerical Methods for

Gas Network Modeling and Simulation

Yue Qiu and Sara Grundel, Max Planck
Institute for Dynamics of Complex
Technical Systems, Germany; Martin
Stoll, Chemnitz University of Technology,
Germany; Peter Benner, Max Planck
Institute for Dynamics of Complex
Technical Systems, Germany

2:40-3:00 Hyperbolic Stochastic

Galerkin Formulations to Model

Fluctuations in Supply Networks

Stephan Gerster and Michael Herty, RWTH
Aachen University, Germany

3:05-3:25 Rigorous MINLP Optimization

of Power-to-methane Processes

Jennifer Uebbing, Max Planck Institute for
Dynamics of Complex Technical Systems,
Germany; Sebastian Sager, Universitit
Magdeburg, Germany; Kai Sundmacher,
Max Planck Institute for Dynamics of
Complex Technical Systems, Germany

Wednesday, February 27

MS217

Entropy-stable Formulations
for Numerical Solution of
Conservation Laws - Part Il
of Il

2:15 p.m.-3:55 p.m.
Room: 302B

For Part 1 see MS184

Entropy stability presents an elegant
route to improve the robustness of
numerical solutions of compressible
flows. The demand for high-order-
accurate numerical discretizations and
considerations of complex physics such
as those involving sharp gradients and
multi-component flows has resulted

in a renewed interest in entropy stable
discretizations. Many issues, such as
the interplay between accuracy and
robustness, the potential role of energy-
preserving schemes, extensions to
multi-species flows, and interaction
with sub-grid-scale models are currently
being explored. This minisymposium
will address the related mathematical and
numerical issues as well as applications
in fluid dynamics.

Organizer: Scott Murman
NASA Ames Research Center, U.S.

2:15-2:35 On the Convergence of
Entropy Stable Schemes to Statistical
Solutions of Hyperbolic Systems of
Conservation Laws

Siddhartha Mishra, ETH Ziirich, Switzerland

2:40-3:00 Convex Limiting for
Nonlinear Hyperbolic Systems with
Source Terms

Bojan Popov, Texas A&M University, U.S.

3:05-3:25 Fully Discrete Entropy

Stable and Kinetic Energy Preserving

Discontinuous Galerkin Methods

Gregor Gassner and Andrew R. Winters,
University of Cologne, Germany; David
Flad, Universitit Stuttgart, Germany; Gero
Schnuecke and Lucas Friedrich, University
of Cologne, Germany

3:30-3:50 Entropy-stable, High-order

Discretizations based on Continuous

Summation-by-parts Operators

Jason E. Hicken, Rensselaer Polytechnic
Institute, U.S.

Wednesday, February 27

MS218

Novel Computational
Algorithms for Future
Computing Platforms - Part I
of li

2:15 p.m.-3:55 p.m.
Room: 303A

For Part 1 see MS181

In the early 2000s, due to constraints

on economical heat dissipation, clock
speeds of single-core CPUs could no
longer be increased, which marked the
adoption of multi-core CPUs, together
with a paradigm shift to algorithms
specifically designed for multi-core
architectures. About 15 years into this
current architectural cycle and on its way
to exascale performance, the computing
industry finds itself at the confluence of
technical difficulties that cast doubt on
its ability to sustain this architectural
model beyond the exascale capability.
These difficulties are driving the hardware
industry to develop application-specific
chips and to look beyond silicon-

based chips (e.g., quantum computing,
physical annealing, neuromorphics,

etc.), with a continued emphasis on raw
processing power and emerging concerns
about energy efficiency. Hardware
specialization will likely redefine the way
computational algorithms are developed
over the next two decades for a wide
range of important applications: large-
scale PDE-based problems (CFD, wave
propagation, subsurface modeling, etc.),
artificial intelligence, computational
chemistry, and optimization problems,

to name a few. The pressure to decrease
time to solution or improve simulation
fidelity, or both, for these applications will
continue unabated. This minisymposium
provides a forum for sharing innovative
ideas on algorithm development for
leveraging future computing platforms.

Organizer: Dimitar Trenev
ExxonMobil Research and Engineering

Organizer: Laurent White
ExxonMobil Research and Engineering

continued on next page
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MS218

Novel Computational
Algorithms for Future
Computing Platforms - Part
Il of Il

confinued

2:15-2:35 Shannon & Shrédinger:
Statistical Algorithms and
Architectures

Aaron Lott, D-Wave Systems, Inc., Canada

2:40-3:00 Non-von Neumann
Computing using Networks of Optical
Parametric Oscillators

Peter McMahon, Stanford University, U.S.
3:05-3:25 Quantum Algorithms for
Approximate Optimization

Stuart Hadfield, NASA, U.S.

3:30-3:50 Leveraging Future

Computing Platforms: An Open

Discussion

Dimitar Trenev, ExxonMobil Research and
Engineering

Wednesday, February 27

MS219

Advances in Analyzing
Floating-point Errors in
Computational Science -
Part 1l of Il

2:15 p.m.-3:55 p.m.
Room: 303B

For Part 1 see MS186

Modern error analysis of floating-point
computations faces a double challenge
with the rise of large-scale, low-precision
computations. On the one hand, larger
and larger problems are being solved
routinely; on the other hand, the use

of half-precision arithmetic (fp16)

is becoming increasingly attractive.
These two trends raise questions

about the validity and sharpness of
traditional rounding error bounds. In
this minisymposium we will discuss
recent advances in the analysis of errors
in floating-point computations, and in
particular some new approaches that
have emerged to meet the challenges
described above.

Organizer: Pierre Blanchard
University of Manchester, United Kingdom

Organizer: Nicholas J. Higham
University of Manchester, United Kingdom

Organizer: Theo Mary

University of Manchester, United Kingdom

2:15-2:35 Algorithm Based Error

Analysis for Mixed Precision Matrix

Factorizations.

Pierre Blanchard, University of Manchester,
United Kingdom

2:40-3:00 Approximate Arithmetic - A

Hardware Perspective

George Constantinides, Imperial College
London, United Kingdom

3:05-3:25 Automated Backward Error

Analysis

Zhoulai Fu, IT University of Copenhagen,
Denmark

3:30-3:50 Bayesian Analysis of the

Effects of Lower Precision Arithmetic in

Inverse Problems

Daniela Calvetti, Case Western Reserve
University, U.S.

Wednesday, February 27

MS220

Computational Methods
for Linear Kinetic Transport
Equations - Part 1l of Il

2:15 p.m.-3:55 p.m.
Room: 201B

For Part 1 see MS187

Statistical mechanics provides a
mathematical modeling framework in
which a collection of "particles" (e.g.,
electrons, nucleons, atoms, or molecules)
is represented by a probability density
function (PDF). This representation
allows one to model the influence of
microscopic dynamics on larger scales,
without explicitly computing the detailed
dynamics on the microscopic scale.
Models in this framework are referred to
as "kinetic models", and arise in many
application areas, including in rarefied
gas dynamics, nuclear reactor modeling,
and plasma physics. Transport phenomena
refers to the evolution and redistribution
of macroscopic quantities such as mass,
momentum, energy, and heat flux.

This minisymposium addresses recent
advances in computational methods for
the simulation of statistical mechanical
models and the resulting transport
phenomena. Our goal is to showcase a
diverse array of application areas, models,
and numerical techniques.

Organizer: Andrew J. Christlieb

Michigan State University, U.S.

2:15-2:35 A Third Order Accurate Wave

Propagation Algorithm for Hyperbolic

Partial Differential Equations

Christiane Helzel, Heinrich-Heine Universitaet
Duesseldorf, Germany

2:40-3:00 A Second-order Asymptotic-

preserving and Positivity-preserving

Exponential Runge-Kutta Method for a

Class of Stiff Kinetic Equations

Jingwei Hu, Purdue University, U.S.; Ruiwen
Shu, University of Wisconsin-Madison, U.S.

continued on next page
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3:05-3:25 A Positive Asymptotic

Preserving Scheme for Linear Kinetic

Transport Equations

Paul Laiu, Oak Ridge National Laboratory,
U.S.; Martin Frank, Karlsruhe Institute of
Technology, Germany; Cory Hauck, Oak
Ridge National Laboratory, U.S.

3:30-3:50 Efficient and Highly Accurate
Semi-Lagrangian Discontinuous
Galerkin Method for Convection-
diffusion Problems

Jingmei Qiu, University of Delaware, U.S.

Wednesday, February 27

MS221

Reduced Order Modeling
for Parametric CFD
Problems - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 201C

For Part 1 see MS188

Large-scale computing is recurrent in
several contexts such as computational
mechanics or fluid dynamics, due to
the high computational complexity in
solving parametric and/or stochastic
systems, based, for instance, on partial
differential equations. This often leads to
an unaffordable computational burden,
especially when dealing with real-world
applications, real-time or multi-query
computing. In order to lessen this
computational burden, reduced-order
modeling techniques (e.g., reduced
basis, proper orthogonal and generalized
decomposition, empirical interpolation,
hierarchical model reduction) play

a crucial role as they aim to capture

the most important features of the
problem at hand without giving up
accuracy. This minisymposium focuses
on the development and application of
reduced-order modeling techniques in
computational fluid dynamics for direct
and inverse modeling, and for control,
optimization and design purposes. The
actual goal is twofold, on one hand to
provide the state of the art on the most
recently developed techniques; on the
other hand to identify the new research
directions and perspectives on the
scientific panorama.

Organizer: Annalisa Quaini
University of Houston, U.S.

Organizer: Gianluigi Rozza
SISSA, International School for Advanced
Studies, Trieste, Italy

Organizer: Simona Perotto

Politecnico di Milano, Italy

2:15-2:35 Goal-oriented Model

Reduction of Parametrized Nonlinear

PDEs in Aerodynamics

Masayuki Yano, University of Toronto,
Canada

continued in next column

2:40-3:00 Learning a Hierarchy of

Context-aware Low-fidelity Models

for Adaptive Multifidelity Monte Carlo

Estimation

lonut-Gabriel Farcas, Technische Universitit
Miinchen, Germany; Benjamin Peherstorfer,
Courant Institute of Mathematical Sciences,
New York University, U.S.

3:05-3:25 Sampling and Clustering on

the Pod-Grassmann Manifold

Michel Bergmann, Inria Bordeaux Sud-
Ouest, France; Angelo Iollo, Institut de
Mathématiques de Bordeaux, France

3:30-3:50 PGD-based Computational
Vademecums for Parameterized Flows
Matteo Giacomini, Universitat Politecnica
de Catalunya, Spain; Ruben Sevilla,
Swansea University, United Kingdom;
Antonio Huerta, Universitat Politecnica de
Catalunya, Spain
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Wednesday, February 27

MS222

High-order PDE Methods on
CPU Architectures with Wide
SIMD Units - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 202A

For Part 1 see MS185

In Summer 2016 the 2nd generation
Intel Xeon Phi Processor was released
and since 2017 the Intel Scalable
processor is available. Both are the
computational heart of many current
and future supercomputing installations.
Examples are the DoE-machines Trinity-
II, Cori-II and Theta, the NSF-machine
Stampede-2, Oakforest-PACS in Japan,
or Europe's SuperMUC-NG. These
processors combine the computational
power of accelerator-based machines
with the traditional approach of
homogeneous high performance
computing. From an application
viewpoint, many research articles in

the last years proved that high-order
methods are able to the computational
power of modern supercomputers.
However, it is a challenging engineering
problem to enable complex software
packages on manycore architectures.
This minisymposium brings together
researchers working on efficient
implementations of scalable high-

order solvers. Of particular interest

are applications which are known to
require exascale computing resources

in future, such as computational fluid
dynamics, electro-magnetics and
seismic simulations, as well as weather
forecasting. Due to the broad spectrum of
applications, this MS aims at identifying
common algorithmic patterns of efficient
high-order methods. Additionally, the
comparison of different numerical
approaches (e.g. CG vs. DG) will allow
to identify best practices when leveraging
Intel Xeon Phi and Intel Xeon Scalable
systems at scale.

continued in next column

Organizer. Alexander Heinecke
Intel Corporation, U.S.

Organizer: Alexander Breuer
University of California, San Diego, U.S.

Organizer. David Moxey
University of Exeter, United Kingdom

2:15-2:35 Fused Earthquake

Simulations on Deep Learning

Hardware

Alexander Breuer, University of California,
San Diego, U.S.; Alexander Heinecke, Intel
Corporation, U.S.; Yifeng Cui, San Diego
Supercomputer Center, U.S.

2:40-3:00 Experiences with Code

Generation for High-order ADER-DG

Schemes in SeisSol

Carsten Uphoff and Michael Bader,
Technische Universitidt Miinchen, Germany

3:05-3:25 Efficient Implementation

of Communication-avoiding One-
step Ader-Dg Schemes for Nonlinear
Hyperbolic Systems of Balance Laws
Using AVX 512 Instructions

Francesco Fambri, University of Trento, Italy

3:30-3:50 Optimizing Performance

for Portable Generic Finite Element

Interfaces

Jeremy Thompson, University of Colorado
Boulder, U.S.

Wednesday, February 27

MS223

Advances in Quasi-Monte
Carlo Methods - Part Il of Il

2:15 p.m.-3:30 p.m.
Room: 202B

For Part 1 see MS189

Quasi-Monte Carlo (QMC) methods

are the algorithms of choice for
evaluating high dimensional integrals.
Recent advances in qMC include the
development of open source software,
applications to uncertainty quantification,
and multivariate statistical inference.
This minisymposium highlights some of
these advances.

Organizer: Fred J. Hickernell
Illinois Institute of Technology, U.S.

Organizer: Mike Giles
University of Oxford, United Kingdom
2:15-2:35 Mc and @Qmc Algorithms for

the Calculation of Dempster-Shafer
Belief Functions

Nima Salehy, Florida State University, U.S.
2:40-3:00 An Adaptive Quasi-Monte
Carlo Method for Bayesian Inference
with User-specified Error Tolerance

Kan Zhang, 1llinois Institute of Technology,
U.s.

3:05-3:25 Automatic Bayesian

Cubature with Quasi-Monte Carlo

Sampling

Jagadeeswaran R, lllinois Institute of
Technology, U.S.
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Wednesday, February 27

MS224

Fast and Accurate Integral
Methods for Highly
Oscillatory Phenomena -
Part 1l of Il

2:15 p.m.-3:55 p.m.
Room: 202C

For Part 1 see MS190

Integral methods are useful tools in
applied science and engineering. In
particular, they are an important topic
for large-scale scientific computing.
Many challenges remain open and attract
much attention especially in the high-
frequency regime. This minisymposium
focuses on recent advances in integral
equations and integral transforms for
highly oscillatory phenomena, including
new formulations for high-frequency
wave propagation, efficient and accurate
discretizations, novel fast algorithms
and their implementation based on
locally rank-structured matrices and
non-oscillatory phase functions, with
applications in various imaging science
and computational electromagnetism.

Organizer: Haizhao Yang
National University of Singapore, Singapore

Organizer: Yang Liu

Lawrence Berkeley National Laboratory, U.S.

2:15-2:35 Fast Algebras on Optimized

Butterfly Structures

Yang Liu, Lawrence Berkeley National
Laboratory, U.S.

2:40-3:00 Recent Advances in Butterfly
Algorithms
Michael O'Neil, New York University, U.S.

3:05-3:25 Applying Integral Transforms

using Nonoscilatory Phase Functions

James Bremer, University of California,
Davis, U.S.

3:30-3:50 A Unified Framework for

Oscillatory Integral Transforms: When

to use Nufft Or Butterfly Algorithms?

Haizhao Yang, National University of
Singapore, Singapore

Wednesday, February 27
MS225

New Challenges and
Opportunities for Model
Order Reduction - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 203

For Part 1 see MS191

In order to facilitate a fast simulation
response, model order reduction
techniques construct a low-dimensional,
problem-adapted subspace from solutions
at various time instances, different
parameter values, or different boundary
conditions. Examples comprise the
Reduced Basis method, the Proper
Orthogonal Decomposition, tensor-
based approaches, or localized model
order reduction approaches. In this
minisymposium we want to discuss
challenges and opportunities for model
order reduction methods that arise for
instance when applying model order
reduction to data assimilation, parameter
estimation and large input-parameter
spaces, incorporating ideas originally
developed in data science, or large-scale
optimization.

Organizer: Laura lapichino
Technische Universiteit Eindhoven, The
Netherlands

Organizer: Kathrin Smetana
University of Twente, Netherlands

Organizer: Tommaso Taddei
INRIA Bordeaux, France
2:15-2:35 Highly Effective A-Posteriori

Error Estimation for Approximation of

Nonlinear Problems

Bernard Haasdonk, Andreas Schmidt, and
Dominik Wittwar, Universitit Stuttgart,
Germany

2:40-3:00 Some New Results on PBDW,

Application to Time-dependent

Problems

Yvon Maday, Université Pierre et Marie
Curie, France and Brown University, U.S.

3:05-3:25 Model Reduction of Systems

of Hyperbolic Conservation Laws

Kyle T. Mandli and Donsub Rim, Columbia
University, U.S.

3:30-3:50 Dictionary-based Reduced

Basis Method via Random Sketching

Oleg Balabanov, Ecole Centrale de Nantes,
France and Polytechnic University of
Catalonia, Spain; Anthony Nouy, Ecole
Centrale de Nantes, France

Wednesday, February 27

MS226

Computational Strategies
for High-dimensional Data
Assimilation and Bayesian
Inverse Problems - Part Il of
Il

2:15 p.m.-3:55 p.m.
Room: 205

For Part 1 see MS192

Bayesian inverse problems, in which one
estimates parameters of a model based
on noisy data, and data assimilation
problems, in which one sequentially
estimates the state and parameters

of a dynamical model using noisy
observations, occur throughout science
and engineering. Practical problems

are often characterized by nonlinear
numerical models, non-Gaussian
distributions, model error, and extremely
high dimensionality. In this session

we present and discuss computational
methods for solving inference problems
in this setting, with an emphasis on
Markov chain Monte Carlo, importance
sampling, and ensemble methods for
high-dimensional posterior distributions.

Organizer: Matthias Morzfeld
University of Arizona, U.S.

Organizer: Xin T. Tong

National University of Singapore, Singapore

Organizer: Youssef M. Marzouk
Massachusetts Institute of Technology, U.S.

2:15-2:35 New Strategies for Inference

with Multilevel Monte Carlo

Kody Law, University of Manchester, United
Kingdom

2:40-3:00 Localization for MCMC -

Sampling High Dimensional Posterior

Distributions with Local Structure

Matthias Morzfeld, University of Arizona,
U.S.; Xin T. Tong, National University
of Singapore, Singapore; Youssef M.
Marzouk, Massachusetts Institute of
Technology, U.S.

continued on next page
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MS226

Computational Strategies
for High-dimensional Data
Assimilation and Bayesian
Inverse Problems - Part Il of
|

continued

3:05-3:25 Data Assimilation for

Stochastic Advection by Lie Transport

Euler SPDE

Colin J. Cotter, Dan Crisan, Darryl D. Holm,
Wei Pan, and Igor Shevchenko, Imperial
College London, United Kingdom

3:30-3:50 Nonlinear Filtering with

Local Couplings

Youssef M. Marzouk, Alessio Spantini, and
Ricardo Baptista, Massachusetts Institute
of Technology, U.S.

Wednesday, February 27

MS227

Data-driven Methods in Fluid
Dynamics - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 206A

For Part 1 see MS193

Data-fueled modeling and control of
complex systems is currently undergoing
a revolution, driven by the confluence of
big data, advanced algorithms in machine
learning, and modern computational
power. Over the recent years, there has
been an increasing focus on data-driven
methods in fluid dynamics, e.g. for
extraction of coherent flow structures,
reduced-order modeling, control design
in complex cost landscapes, sensor and
actuator placement, and full-scale design
optimization. This symposium explores
the challenges and state-of-the-art
innovations in data-driven methods for
characterization, modeling, and control
in challenging fluid flow problems, that
include techniques such as dimensionality
reduction, machine learning, operator-
theoretic approaches, and control. In this
minisymposium, experts will demonstrate
achievements in the field, discuss open
problems and challenges and inspire
future directions.

Organizer: Eurika Kaiser
University of Washington, U.S.

Organizer: Kazuki Maeda
University of Washington, U.S.

2:15-2:35 Feedback Control of

Nonlinear PDEs using Data-efficient

Reduced Order Models Based on the

Koopman Operator

Sebastian Peitz, University of Paderborn,
Germany; Stefan Klus, Freie Universitit
Berlin, Germany

2:40-3:00 Data-driven Feedback

Control Strategies for Unsteady Flows

Aditya G. Nair and Chi-An Yeh, Florida State
University, U.S.; Eurika Kaiser, University
of Washington, U.S.; Bernd Noack,
Technische Universitit Braunschweig,
Germany; Steven Brunton, University
of Washington, U.S.; Kunihiko Taira,
University of California, Los Angeles, U.S.

continued in next column

3:05-3:25 Identifying and Modeling
Coherent Structures in Turbulent Flows
using Spectral Proper Orthogonal
Decomposition and Resolvent Analysis
Aaron Towne, University of Michigan, U.S.

3:30-3:50 Modal Decomposition for

Fluid-structure Interaction, and its

Application to Flag Flapping

Andres Goza, University of Illinois at Urbana-
Champaign, U.S.; Tim Colonius, California
Institute of Technology, U.S.
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Wednesday, February 27

MS228

Efficient Solvers for Coupled
Multiphysics Problems - Part
Il of Il

2:15 p.m.-3:55 p.m.
Room: 206B

For Part 1 see MS194

Modeling the simultaneous occurrence of
different physical processes is an essential
requirement for reliable simulation in
many computational fluid and solid
mechanics applications. The interaction
between tightly coupled thermal,
mechanical, chemical and flow processes
can play a critical role. The discretization
of these problems gives rise to linearized
equations with an inherent block structure
reflecting the underlying physical
couplings. The development of efficient
solution strategies, either monolithic or
sequential, for such problems is an active
field of research. This minisymposium
aims to join scientists working on multi-
physics problems, both from a purely
algebraic and a more physics-based
viewpoint, with the objective of sharing
experiences and new ideas arising from a
wide spectrum of applications.

Organizer: Massimiliano

Ferronato
University of Padova, Italy

Organizer: Nicola Castelletto
Lawrence Livermore National Laboratory,
U.S.

Organizer: Joshua A. White
Lawrence Livermore National Laboratory,
U.S.

2:15-2:35 A Coupled Multi-physics
Preconditioning Technique Based on
Block Sparse Approximate Inverses
Andrea Franceschini, Stanford University,
U.S.; Nicola Castelletto, Lawrence
Livermore National Laboratory, U.S.;
Carlo Janna and Massimiliano Ferronato,
University of Padova, Italy; Hamdi
Tchelepi, Stanford University, U.S.

continued in next column

2:40-3:00 A Parallel Multigrid

Reduction Framework for Coupled

Multiphase Poromechanics

Quan M. Bui and Daniel Osei-Kuffuor,
Lawrence Livermore National Laboratory,
U.S.

3:05-3:25 Block Preconditioners

for Incompressible

Magnetohydrodynamics Problems

Michael P. Wathen, Chen Greif, and Dominik
Schoetzau, University of British Columbia,
Canada

3:30-3:50 Multiphysics Simulations

with PFLOTRAN and PETSc on Novel

Manycore Computer Architectures

Richard T. Mills, Argonne National
Laboratory, U.S.

Wednesday, February 27

MS229

CSE Education and
Workforce - Part Il of |l

2:15 p.m.-3:55 p.m.
Room: 206C

For Part 1 see MS195
Featured Minisymposium

This minisymposium will highlight
recent advances and future challenges
in CSE education and workforce.
Academic speakers will discuss new
and thriving interdisciplinary programs
in undergraduate and graduate CSE.
Industry and National Lab speakers will
discuss perspectives on CSE workforce
needs from various industry and
government sectors. Each talk slot will
include time for an active discussion with
minisymposium attendees.

Organizer: Serkan Gugercin
Virginia Tech, U.S.

Organizer: Karen E. Willcox
University of Texas at Austin, U.S.
2:15-2:35 Past, Present and Future of
CSE Education at ICES

Karen E. Willcox, University of Texas at
Austin, U.S.

2:40-3:00 Industrial Strength

Computing in a Python Universe

Thomas A. Grandine, The Boeing Company,
uU.S.

3:05-3:25 Perspectives from a DOE

Lab on CSE Education and Workforce

Needs

Tamara G. Kolda, Sandia National
Laboratories, U.S.

3:30-3:50 High Performance
Computing at BP
Keith Gray, BP Exploration, United Kingdom
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MS230

Recent Developments of
Numerical Methods for
Hyperbolic and Parabolic
Equations - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 206D

For Part 1 see MS196

This minisymposium is to bring people
together to discuss the recent advances
and exchange ideas in the algorithm
design of high-order numerical
methods for hyperbolic and parabolic
equations and other high-order partial
different equations, including the
implementation, numerical analysis.

In the minisymposium, the speakers
will apply those high-order numerical
methods to computational fluid, biology
and physics, etc. This minisymposium
is a good opportunity for people to
discuss with researchers from different
areas, and explore more applications
and future research collaborations. We
expect 8 speakers to present in this
minisymposium.

Organizer: Yang Yang
Michigan Technological University, U.S.

2:15-2:35 Adaptive Radial Basis

Function Methods for PDEs

Jiaxi Gu and Jae-Hun Jung, State University
of New York at Buffalo, U.S.

2:40-3:00 An Implicit Sparse Grid

Discontinuous Galerkin Method for

High Dimensional Reaction-diffusion

Equations

Yuan Liu, Mississippi State University, U.S.;
Yingda Cheng, Michigan State University,
U.S.; Shangin Chen, Indiana University,
U.S.; Yong-Tao Zhang, University of Notre
Dame, U.S.

3:05-3:25 Accessing

Superconvergence for Accurate Multi-

resolution Analysis of Discontinuous

Galerkin Approximations

Jennifer K. Ryan, University of East Anglia,
United Kingdom and Heinrich-Heine
University, Germany

3:30-3:50 Symmetric Direct
Discontinuous Galerkin Method for
Elliptic Interface Problems

Jue Yan, lowa State University, U.S.

Wednesday, February 27

MS231

Task-based Programming for
Scientific Computing: Linear
Algebra Applications - Part Il
of Il

2:15 p.m.-3:55 p.m.
Room: 207

For Part 1 see MS197

The evolution of modern architectures
has led to the development of numerous
new programming models. These models
aims at simplifying the work of the
programmer to help with performance
portability among various architectures,
but also in enabling more asynchronism
in applications. Among all solutions
task-based runtimes systems and
language extensions provide a large
spectrum of features to the programmer
to adapt to various applications. In this
minisymposium, we propose to study a
set of modern linear algebra solvers that
exploits these expressive models to reach
high performance, and or express new
algorithms.

Organizer: Mathieu Faverge
Bordeaux INP, Inria, LaBRI, France

Organizer: Mathias Jacquelin
Lawrence Berkeley National Laboratory, U.S.

2:15-2:35 Slate: Multilevel Tasking in

Dense Linear Algebra Libraries

Asim YarKhan, University of Tennessee,
Knoxville, U.S.; Mark Gates, University of
Tennessee, U.S.; Piotr Luszczek and Jakub
Kurzak, University of Tennessee, Knoxville,
U.S.; Jack J. Dongarra, University of
Tennessee and Oak Ridge National
Laboratory, U.S.

2:40-3:00 Task-based Sparse Direct

Solver for Symmetric Indefinite Systems

Florent Lopez, Rutherford Appleton
Laboratory, United Kingdom; lain Duff,
Science & Technology Facilities Council,
United Kingdom and CERFACS, Toulouse,
France

continued in next column

3:05-3:25 Preconditioning using

Rank-structured Sparse Matrix

Factorization

Pieter Ghysels, Lawrence Berkeley National
Laboratory, U.S.

3:30-3:50 A 2D Task-based Fan-both

Factorization Algorithm for Sparse

Symmetric Matrices

Mathias Jacquelin and Esmond G. Ng,
Lawrence Berkeley National Laboratory,
U.S.
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MS232

Surrogate Modeling and
Data Compression for
Exascale Applications - Part
Il of Il

2:15 p.m.-3:55 p.m.
Room: 401A

For Part 1 see MS198

High performance computing systems
are expected to reach the exascale in the
near future, requiring a new generation
of simulation tools and introducing

new challenges arising from high-
dimensional, extremely large data sets
and the highly-distributed nature of
exascale systems. This minisymposium
will emphasize surrogate modeling and
data compression techniques applicable
to exascale applications and requiring
scaling across many thousands of

cores or to large datasets. Talks that
address topics in data compression,
dimension reduction, in situ
visualization, surrogate modeling, or
contain applications targeting exascale
computing resources are encouraged.

Organizer: Matthew J.
Reynolds

National Renewable Energy Laboratory,
U.S.

Organizer: Ryan King
National Renewable Energy Laboratory,
U.S.

Organizer: Alireza Doostan

University of Colorado Boulder, U.S.

2:15-2:35 Data Reconstruction for

Computational Fluid Dynamics using

Deep Neural Networks

Marc Henry de Frahan, Ryan King, and
Ray W. Grout, National Renewable
Energy Laboratory, U.S.

continued in next column

2:40-3:00 Dimensional Analysis and

Reduced Order Models for Large

Scale Simulations of Particle-laden

Turbulence in a Radiation Environment

Zachary del Rosario, Lluis Jofre, and
Gianluca Iaccarino, Stanford University,
U.S.

3:05-3:25 Pass-efficient Matrix

Algorithms for Lossy Data

Compression

Alec M. Dunton, ; Lluis Jofre and Gianluca
ITaccarino, Stanford University, U.S.;
Alireza Doostan, University of Colorado
Boulder, U.S.

3:30-3:50 A Low-rank, Bi-fidelity

Approximation for Linear Bayesian

Inference

Hillary Fairbanks, Lawrence Livermore
National Laboratory, U.S.; Alireza
Doostan, University of Colorado Boulder,
uU.S.

Wednesday, February 27

MS233

Recent Developments in
Numerical Methods for PDEs
and their Applications - Part
Il of i

2:15 p.m.-3:55 p.m.
Room: 401B

For Part 1 see MS79

Numerical Methods for partial
differential equations and their

analysis are important and challenging
topics in applied and computational
mathematics. This minisymposium

is focused on recent developments in
numerical methods for PDEs, including
new developments in finite element
methods and relevant applications. The
goal of this minisymposium is to bring
together leading researchers in the

field of numerical methods to discuss
and disseminate the latest results and
envisage future challenges in traditional
and new areas of science. The topics of
the minisymposium cover a broad range
of numerical methods, including but
not limited to finite element methods,
finite difference methods, discontinuous
Galerkin methods, weak Galerkin
methods. A wide range of application
fields will also be covered, such as
MHD equations, Helmholtz equations,
equations of poroelasticity, Alfeld splits
and gradient flows.

Organizer. Chunmei Wang
Texas Tech University, U.S.

Organizer: Jun Zou

The Chinese University of Hong Kong, Hong

Kong

2:15-2:35 On the Equations of

Poroelasticity

Amnon J Meir, Southern Methodist
University, U.S.

2:40-3:00 A Posteriori Error Estimators of
Recovery Type

Zhigiang Cai, Purdue University, U.S.
3:05-3:25 Adaptive FEM for Helmholiz
Equation with High Wave Number
Haijun Wu, Nanjing University, China
3:30-3:50 Adaptive Finite Element

Methods for Solving Inverse Problems
of PDEs

Jun Zou, The Chinese University of Hong
Kong, Hong Kong
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MS234

Sparse Function
Approximations: Theory and
Applications - Part Il of I

2:15 p.m.-3:55 p.m.
Room: 401C

For Part 1 see MS200

Learning non-linear systems from noisy,
limited, and/or dependent data is an
important task for data analysis across
various many scientific fields including
statistic, engineering, computer science,
mathematics, and many more. One

of the major paradigms is to learn an
unknown generating function from a
set of input-output pairs, which can

be rephrased as finding an appropriate
approximation to a high-dimensional
function. Without additional restrictions
or structures, this learning task is ill-
posed. This minisymposium addresses
some recent developments of several
learning techniques, which leverage
structures such as sparsity, randomness,
dimensionality, etc, in order to make the
learning well-posed. The presentations
will cover analysis based on orthogonal
polynomials, sampling, approximation
theory, probability theory, as well as
novel computational techniques.

Organizer: Giang Tran
University of Waterloo, Canada

Organizer: Rachel Ward

University of Texas at Austin, U.S.

Organizer: Hayden Schaeffer
Carnegie Mellon University, U.S.

2:15-2:35 Learning Large-scale

Sparse Graphical Models: Theory,

Algorithm, and Applications

Somayeh Sojoudi, Salar Fattahi, and Richard
Zhang, University of California, Berkeley,
U.S.

2:40-3:00 Ridge Approximations and

Active Subspaces

Paul Constantine and Jeffrey M. Hokanson,
University of Colorado Boulder, U.S.;
Rachel Ward, University of Texas at
Austin, U.S.; Armin Eftekhari, Alan
Turing Institute, United Kingdom

continued in next column

3:05-3:25 Learning Interaction Laws in

Agent Dynamics from Observations

Sui Tang, Fei Lu, and Mauro Maggioni, Johns
Hopkins University, U.S.

3:30-3:50 Identifying and Elimination of

Data Corruption

Dongbin Xiu and Jun Hou, Ohio State
University, U.S.

Wednesday, February 27

MS235

Data Science and Analytics
in Industry

2:15 p.m.-3:55 p.m.
Room: 402A

The role of data science and analytics

in industry is opening up many new
opportunities for applied mathematicians.
This minisymposium will feature
speakers from different industries who
will share their jobs in data science and
analytics, the challenges the companies
have and how applied mathematicians
can make a difference, and how they got
to their current positions.

Organizer: Malena |. Espanol
University of Akron, U.S.

2:15-2:35 Data Analytics is Imperative
for Business Success — Why are
Companies Struggling?

Mario R. Garzia, Diga Group, U.S.

2:40-3:00 The Technical and
Organizational Challenges of Data
Science

Catherine Micek, 3M, U.S.

3:05-3:25 Applications of Data Science

and Analytics in the Defense Indusiry

and Challenges

Veronica Bloom, Northrop Grumman Corp.,
U.S.

3:30-3:50 Being Rational: Weighted

Adaptive Approximation of Scientific

Data

Youssef Nashed, Tom Peterka, Vijay
Mahadevan, and Iulian Grindeanu, Argonne
National Laboratory, U.S.
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MS236

Nonlocal Models in
Computational Science and
Engineering - Part Il of II

2:15 p.m.-3:55 p.m.
Room: 402B

For Part 1 see MS202

Nonlocal models provide a new
framework to overcome limitations and
challenges present in classical PDE-based
models. For instance, peridynamics, a
nonlocal extension of classical continuum
mechanics, admits discontinuous
solutions and naturally describes material
failure and damage. Similarly, nonlocal
and fractional diffusion models can
represent anomalous diffusion and heat
transfer. Furthermore, nonlocal models
introduce length scales, which can be
used for multiscale modeling. Recent
years have witnessed a tremendous
advance in modeling, mathematical
analysis, and computational practice for
nonlocal problems. This minisymposium
focuses on recent developments in
peridynamics, nonlocal and fractional
diffusion, and other related nonlocal
models. The topics of interest include
and are not limited to: peridynamics,
nonlocal and fractional mass diffusion
and heat transfer, discretization and time-
stepping methods for nonlocal models,
nonlocal boundary conditions, multiscale
methods and multi-physics modeling
with nonlocal models, nonlocal modeling
of heterogeneous systems, engineering
and scientific applications with nonlocal
models.

Organizer: Yue Yu
Lehigh University, U.S.

Organizer: Pablo Seleson
Oak Ridge National Laboratory, U.S.

2:15-2:35 Improving the Efficiency

of FEM Discretizations for Nonlocal

Problems: a New Concept of Nonlocal

Neighborhoods

Marta D'Elia, Sandia National Laboratories,
U.S.; Christian Vollmann, Universitét Trier,
Germany; Max Gunzburger, Florida State
University, U.S.; Volker Schultz, Universitt
Trier, Germany

continued in next column

2:40-3:00 Finite Element Approximation

of Fractional Minimal Surfaces

Juan Pablo Borthagaray, Ricardo Nochetto,
and Wenbo Li, University of Maryland,
U.S.

3:05-3:25 Finite Element Approximation

of An Obstacle Problem for a Class of

Integro-differential Operators

Abner J. Salgado, University of Tennessee,
U.S.

3:30-3:50 A Fractional Calculus

Framework for the Prediction of

Material Failure

Mohsen Zayernouri, Michigan State
University, U.S.

Wednesday, February 27

MS237

WCD Workshop - 4 of 4
2:15 p.m.-3:55 p.m.
Room: 402C

For Part 3 see MS203
Part of the SIAM Workshop
Celebrating Diversity

Organizer: Talea Mayo
University of Central Florida, U.S.

Organizer: Shelby Wilson
Morehouse College, U.S.

See online program for an update on

this session.
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CP13
Numerical PDEs IV
2:15 p.m.-3:55 p.m.
Room: 201A

Chair: Joseph V. Koebbe, Utah State

University, U.S.

2:15-2:30 An Overlapping Multiscale

Mixed Method: Formulation and

Iterative Downscaling

Het Y. Mankad, Abdullah Al Mamun, and
Felipe Pereira, University of Texas at
Dallas, U.S.; Fabricio Sousa, University of
Sao Paulo, Brazil

2:35-2:50 Recovery-based

Discontinuous Galerkin Method for the

Cahn-Hilliard Equation

Fanchen He, Philip Johnson, and Eric
Johnsen, University of Michigan, U.S.

2:55-3:10 Homogenization Wavelet

Reconstruction for Partial Equations

with Elliptic Terms

Joseph V. Koebbe, Utah State University,
U.S.; Abibat Lasisi, Virginia Military
Institute, U.S.

3:15-3:30 High-order Stochastic Semi-

Lagrangian Method to Solve Transport

Equations

Hareshram Natarajan and Gustaaf Jacobs,
San Diego State University, U.S.

3:35-3:50 Fast Finite Difference
Schemes for the Time-fractional
Diffusion Equation with a Weak
Singularity at the Initial Time
Jinye Shen, Zhizhong Sun, and Rui Du,
Southeast University, China

Intermission
3:55 p.m.-4:10 p.m.

Poster Blitz
4:10 p.m.-4:50 p.m.

Room: Ballroom 100BC

Wednesday, February 27
General Posters k‘? %
4:50 p.m.-6:50 p.m. =2
Room:Riverside Hall D

To Be Determined

Padé Time Stepping Method of
Rational Form for Reaction Diffusion
Equations

Said Algarni, King Fahd University of
Petroleum and Minerals, Saudi Arabia

Modeling, Simulation, Testing and

Correlation of a Solar Photovolatic /

Battery Storage System

Kevin R. Anderson and Wael Yassine,
California State Polytechnic University,
Pomona, U.S.

Sparse Approximate Matrix

Multiplication in a Fully Recursive

Distributed Task-based Parallel

Framework

Anton G. Artemov, Uppsala University,
Sweden

A Double Core Tensor Factorization for
Heterogeneous Data

Davoud Ataee Tarzanagh and George
Michailidis, University of Florida, U.S.

Randomized Sub-sampled Methods

for Matrix Approximation

Andrew T. Azzam, Benjamin W. Ong, and
Allan Struthers, Michigan Technological
University, U.S.

Index-aware MOR for Nonlinear DAEs

Arising from Gas Transport Networks

Nicodemus Banagaaya, Sara Grundel, and
Peter Benner, Max Planck Institute for
Dynamics of Complex Technical Systems,
Germany

A Stabilized, Hypoelastic Constitutive

Correspondence Framework for

Peridynamics

Masoud Behzadinasab and John Foster,
University of Texas at Austin, U.S.

Anomalous Sub- and Super-diffusion
in Image Processing

Toheeb A. Biala and Abdul Khaliq, Middle
Tennessee State University, U.S.

Blocked Multigrid Methods for
Structured Matrices

Matthias Bolten, University of Wuppertal,
Germany

continued in next column

Exploring the Variability and Error

Distributions of Lossy Compression

Algorithms

Jon Calhoun, Tasmia Reza, and Pavlo
Triantafyllides, Clemson University, U.S.

A Scalable Petsc Implementation of

the 3-Phase Unbalanced Ac Power

Flow Solver

Justin Chang, Gord Stephen, and Dheepak
Krishnamurthy, National Renewable Energy
Laboratory, U.S.

Sensitivity Analysis in Particle-in-Cell

Methods

Seung Whan Chung, University of Illinois
at Urbana-Champaign, U.S.; Stephen
D. Bond and Eric C. Cyr, Sandia
National Laboratories, U.S.; Jonathan B.
Freund, University of Illinois at Urbana-
Champaign, U.S.

Pipelined Krylov Subspace Methods

with Improved Parallel Scalability

Jeffrey Cornelis, University of Antwerp,
Belgium; Pieter Ghysels, Lawrence
Berkeley National Laboratory, U.S.;
Siegfried Cools and Wim Vanroose,
University of Antwerp, Belgium

Exponential Affine Solutions for

Correlated Stochastic Process

Allan J. Da Silva and Jack Baczynski,
National Laboratory for Scientific
Computing, Brazil; José Vicente, BCB/
IBMEC, Brazil

An EXCMG Accelerated Multiscale

Multigrid Computation for 3D Poisson

Equation

Ruxin Dai, University of Wisconsin-River
Falls, U.S.

Accelerated Boundary Integral

Treecodes

Satyen V. Dhamankar and Benjamin W. Ong,
Michigan Technological University, U.S.

Registry Effects in Carbon

Nanostructures

Malena I. Espanol, Dmitry Golovaty, and J.
Patrick Wilber, University of Akron, U.S.

Towards Precision Medicine:

Simulation Based Parameter Estimation

for Drug Metabolism

Yoko Franchetti and Thomas Nolin,
University of Pittsburgh, U.S.; Franz
Franchetti, Carnegie Mellon University,
U.S.

Vesicle Adhesion in Constricted
Geometries

Ashley R. Gannon, Florida State University,
U.S.

continued on next page
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Quantitative Engineering Analysis

Curriculum

John B. Geddes, Franklin W. Olin College of
Engineering, U.S.

In-situ Visualization for a Viscoplastic

Column Collapse

Linda Gesenhues, José Camata, and Fernando
A. Rochinha, COPPE/Universidade Federal
do Rio e Janeiro, Brazil; Alvaro Coutinho,
Universidade Federal de Rio de Janeiro,
Brazil

High-order Accurate Viasov

Discretizations in 2D+2V

Andre Gianesini Odu and Jeftrey W. Banks,
Rensselaer Polytechnic Institute, U.S.

Elasticity in Space and Time
Silke Glas and Karsten Urban, University of
Ulm, Germany

Numerical Simulation of Basal

Entrainment of a Viscoplastic Fluid

Malii Grave, Linda Gesenhues, and José
Camata, COPPE/Universidade Federal do
Rio e Janeiro, Brazil; Alvaro Coutinho,
Universidade Federal de Rio de Janeiro,
Brazil

Analysis of a Coupled Reaction-

diffusion Model for Tumour Induced

Angiogenesis in Breast Cancer Tissue

Phebe Mawuena A. Havor, Kwame Nkrumah
University of Science and Technology,
Ghana

Dynamics of Disease Models with Self-

diffusion: A Study of Cholera in Ghana

Phebe Mawuena A. Havor and Anas Musah,
Kwame Nkrumah University of Science
and Technology, Ghana

A High-resolution Godunov Method
with HLLC Riemann Solver for
Two-phase Modeling of Practical
Condensed-phase Explosives
Michael P. Hennessey, Donald W.
Schwendeman, and Ashwani K. Kapila,
Rensselaer Polytechnic Institute, U.S.

High-order Runge-Kutta Discontinuous

Galerkin Methods with Local Time-

stepping for Conservation Laws

Thi-Thao-Phuong Hoang, Auburn University,
U.S.

Fully Kinetic PIC-DSMC Simulations to

Study Backflow of lon Thruster Plasma

Plumes using Hybrid MPI-CUDA

Paradigm

Revathi Jambunathan and Deborah Levin,
University of Illinois, Urbana-Champaign,
U.S.

continued in next column

CFD and Heat Transport Study of

Varying Pebble Diameters in Pebble

Bed Nuclear Reactors

Andrew Jones, Boise State University, U.S.;
Tien Yee and Eduardo Farfan, Kennesaw
State University, U.S.

Validation of Assumptions in MILP

Scheme for Determining Optimail

Orificing in Fast Reactors using SAM

Chris Keckler, University of California,
Berkeley, U.S.; Yves Robert, INSA Lyon,
France; Massimiliano Fratoni and Ehud
Greenspan, University of California,
Berkeley, U.S.

Bayesian Inversion of Fault Properties

in Two-phase Flow in Fractured Media

Eldar Khattatov, Omar Ghattas, Tan
Bui-Thanh, and Ilona Ambartsumyan,
University of Texas at Austin, U.S.;
Umberto Villa, Washington University, St.
Louis, U.S.

Flexible Parallel Mesh Partitioning

Strategies for Large-scale

Multiphysics Simulations

Fande Kong, Derek R. Gaston, John
Peterson, Cody J. Permann, and Richard
Martineau, Idaho National Laboratory,
U.S.

Machine Learning Algorithm to

Support Interpretability and Accuracy

Simultaneously

Boris Kovalerchuk and Nathan Newhous,
Central Washington University, U.S.

Algorithm Design at Scale: Porting

Parallel FFT-based Fortran Simulations

to GPUs

Anuva Kulkarni, Carnegie Mellon
University, U.S.; Jelena Kovacevic, New
York University, U.S.; Franz Franchetti,
Carnegie Mellon University, U.S.

A Fourth-order Accurate Multigrid

Solver for Overset Grids

Chang Liu and William Henshaw, Rensselaer
Polytechnic Institute, U.S.

Experiences Porting a Large-scale

Deterministic Neutron Transport

Application to Heterogeneous

Architectures

John Loffeld, Teresa S. Bailey, Peter Brown,
Adam Kunen, and Bujar Tagani, Lawrence
Livermore National Laboratory, U.S.

Meshfree Semi-Lagrangian

Schemes for Advection on Surfaces:

Polyharmonic Splines Augmented

with Polynomials

Daniel Malmuth and Grady B. Wright, Boise
State University, U.S.; Varun Shankar,
University of Utah, U.S.

continued in next column

Cluster Extraction using Compressive

Sensing

Daniel Mckenzie and Ming-Jun Lai, University
of Georgia, U.S.

A Time Adaptive Multirate Dirichlet-

Neumann Waveform Relaxation

Method for Heterogeneous Coupled

Heat Equations

Azahar Monge and Philipp Birken, Lund
University, Sweden

Sparse Fourier Interpolation in

Computational Chemistry

Zachary B. Morrow, ELENA Jakubikova, Tim
Kelley, and Chang Liu, North Carolina State
University, U.S.; Miroslav Stoyanov, Oak
Ridge National Laboratory, U.S.

A Highly Scalable, Fault-tolerant

Implementation of the Sparse Grid

Combination Technique

Michael Obersteiner and Hans-Joachim
Bungartz, Technische Universitdt Miinchen,
Germany; Dirk Pfliiger, Universitit Stuttgart,
Germany

An Efficient $p$-Multigrid

Preconditioner for an Implicit Dg

Compressible Flow Solver

Yu Pan, Zhenguo Yan, Peiro Joaquim, and
Spencer Sherwin, Imperial College London,
United Kingdom

Randomized Methods for

Recompression of Low-rank Tensors

Lana Perisa and Daniel Kressner, Ecole
Polytechnique Fédérale de Lausanne,
Switzerland

A Continuous Model of Discrete

Scientific Data

Tom Peterka, Youssef Nashed, Iulian
Grindeanu, and Vijay Mahadevan, Argonne
National Laboratory, U.S.; Raine Yeh and
Xavier M. Tricoche, Purdue University, U.S.

Using Push-forward Measures for

Parameter Identification under

Uncertainty

Michael Pilosov, University of Colorado,
Denver, U.S.

Multi-level and Multi-index Monte
Carlo Discontinuous Galerkin Methods
for Uncertainty Quantification of
Nonlinear Hyperbolic Problems
Stanislav Y. Polishchuk, Hans De Sterck, and
Tiangang Cui, Monash University, Australia

Multigrid Preconditioning for

Optimization-based Domain

Decomposition of the Helmholtz

Equation

Michael A. Retzlaff and Andrei Draganescu,
University of Maryland, Baltimore County,
U.S.

continued on next page
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General Posters
continued

Reconstruction of Sparse Sums with a

Generalized Music Algorithm

Jacob D. Rezac, National Institute of
Standards and Technology, U.S.

Different Measure Approximations for

Efficient Constrained Multi-objective

Optimization under Uncertainty

Mickaél Rivier and Pietro M. Congedo, Inria
Bordeaux Sud-Ouest, France

Modeling of Low Salinity Water

Flooding in Naturally Fractured Core

Samples

Carlos A. Romano, Universidad Nacional
Auténoma de México, Mexico; Martin Diaz,
Instituto Mexicano del Petrdleo, México

Communication Lower Bounds for

Computing a Matricized-tensor Times

Khatri-Rao Product

Kathryn Rouse, Inmar; Grey Ballard, Wake
Forest University, U.S.; Nicholas Knight,
University of California, Merced, U.S.

A Kernel-based Approach for Solving

the Hamilton-Jacobi Formulation of the

Vlasov-Poisson System

William A. Sands, Andrew J. Christlieb, and
Yan Jiang, Michigan State University, U.S.

Mathematical Modeling of an

Application Specific Processor

Architecture with Power Optimization

Vijayalakshmi Saravanan and Anpalagan A,
Ryerson University, Canada

Sparse Grid Density Estimation

Techniques for Clustering-based

Collocation

Paul Cristian Sarbu and Hans-Joachim
Bungartz, Technische Universitdt Miinchen,
Germany

ETD Algorithm for Fractional Model of

Pressure Distribution in Fractured Rocks

Ibrahim O. Sarumi and Khaled Furati, King
Fahd University of Petroleum and Minerals,
Saudi Arabia; Abdul Khaliq, Middle
Tennessee State University, U.S.

Deep Learning - Neural Networks

Alexandru Savoiu, Stanford University, U.S.

continued in next column

MPI-OpenMP Load Balanced

Simulation of Inhomogeneous Particle

Systems in Is1 Mardyn at Exireme

Scale

Steffen Seckler and Nikola Tchipev,
Technische Universitit Miinchen,
Germany; Matthias Heinen, University
of Paderborn, Germany; Fabio A. Gratl
and Hans-Joachim Bungartz, Technische
Universitdt Miinchen, Germany; Philipp
Neumann, University of Hamburg,
Germany

A Comparison of RBF-FD Methods for

Solving Partial Differential Equations

on Surfaces

Sage B. Shaw and Grady B. Wright, Boise
State University, U.S.; Varun Shankar,
University of Utah, U.S.

A Weighted Essentially Non-oscillatory

Forward Semi-Lagrangian Scheme for

Vlasov-Poisson Systems

David Sirajuddin and William Hitchon,
University of Wisconsin, Madison, U.S.

Comparative Study of Exponential

Time Integrators for Chemical Kinetic

Problems

Jared Stewart, University of California,
Merced, U.S.

Anisotropy in Two-dimensional and

Plane Elasticity Bond-based Linear

Peridynamics

Jeremy Trageser and Pablo Seleson, Oak
Ridge National Laboratory, U.S.

NFFT-based Fast Summation for the

Graph Laplacian of Fully Connected

Networks

Toni Volkmer, Dominik Alfke, Daniel Potts,
and Martin Stoll, Chemnitz University of
Technology, Germany

Primal-dual Weak Galerkin Finite
Element Methods for PDEs

Chunmei Wang, Texas Tech University, U.S.

Sharp Uniform in Time Error Estimate

on a Stochastic Structure-preserving

Lagrangian Method and Computation

of Effective Diffusivity in 3D Chaotic

Flows

Zhongjian Wang, University of Hong Kong,
Hong Kong; Jack Xin, University of
California, Irvine, U.S.; Zhiwen Zhang,
The University of Hong Kong, Hong Kong

continued in next column

User Interfaces and Practical

Examples of Opendiel

Kwai L. Wong, University of Tennessee and
Oak Ridge National Laboratory, U.S.;
Chung Ng and Efosa Asemota, Morehouse
College, U.S.; Frank Betancourt,
University of Tennessee, U.S.; Quindell
Marshall, Morehouse College, U.S.; Zac
Trzil, University of Tennessee, U.S.

Development of Efficient
Preconditioners for Newton-Krylov
Method in Spectral/$hp$ Element, DG
Compressible Flow Simulations
Zhen-Guo Yan, Yu Pan, Joaquim Peiro,
and Spencer Sherwin, Imperial College
London, United Kingdom

Spectral Velocity Discretization of the
Vlasov Equation using Generalized
Hermite Functions
Anna Yurova and Katharina Kormann,
Max Planck Institute for Plasma Physics,
Germany; Caroline Lasser, Technische
Universitidt Miinchen, Germany

Forward Stability of ResNet and its

Variants

Linan Zhang and Hayden Schaeffer, Carnegie
Mellon University, U.S.

Exploration of Numerical Precision in

Deep Neural Networks

Yunkai Zhang, University of California,
Santa Barbara, U.S.; Yu Ma, University
of California, Berkeley, U.S.; Zhaoqi Li,
University of Washington, U.S.; Catalina
Vajiac, University of Notre Dame, U.S.

A Novel Method to Average Images

by Averaging Diffeomorphisms

Zicong Zhou and Guojun Liao, University of
Texas at Arlington, U.S.

High Degree Discontinuous Petrov-

Galerkin Immersed Finite Element

Methods using Fictitious Elements for

Elliptic Interface Problems

Qiao Zhuang and Ruchi Guo, Virginia Tech,
U.S.

Monolithic Simulation of Binary Alloy

Phase-change Coupled to Thermal

and Compositional Convection

Alexander G. Zimmerman and Julia
Kowalski, RWTH Aachen University,
Germany

Forecasting Volcanic Eruption Time

using a Stochastic Enhancement of

the Failure Forecast Method

Abani K. Patra, State University of New
York, Buffalo, U.S.

continued on next page
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Understanding the Structure of

Germanium Sulfide (GeS)

Miguel A. Castro, Inter-American University
of Puerto Rico, Bayamén Campus, P.R.;
Betul Pamuk and Darrell Schlom, Cornell
University, U.S.

Density-equalizing Reference Map

with Applications

Gary Choi and Chris H. Rycroft, Harvard
University, U.S.

On the less than Reasonable

Effectiveness of Floating Point

Arithmetic in the Modelling of Physical

Systems: the Case of the Generalised

Bernoulli Map

Peter Coveney, University College London,
United Kingdom

Coupling an Explicit Variable Density

Projection Method to Finite Rate

Kinetics

Josh T. Mcconnell and James C. Sutherland,
University of Utah, U.S.

Wednesday, February 27

PP201

Minisymposterium: AMReX:
Software and Applications

4:50 p.m.-6:50 p.m.
Room: Riverside Hall D

Andrew Meyers, Lawrence Berkeley National
Laboratory, U.S.

AMReX is an ECP-funded, open source
software framework for developing block-
structured adaptive mesh refinement
(AMR) applications. AMReX supports
a variety of multiphysics application
codes spanning a wide range of scientific
problems, including combustion research,
astrophysics and cosmology, accelerator
physics, and carbon capture and
sequestration. In this minisymposterium
session, we highlight a few of the recent
scientific and software developments
featuring AMReX and its application
codes, with a particular focus on 1) new
application domains and 2) extending
AMReX to work on hydrid GPU/CPU
systems.
Minisymposterium: SedonaEx: A Monte
Carlo Radiation Transfer Code for
Astrophysical Events
Donald E. Willcox and Ann S. Almgren,
Lawrence Berkeley National Laboratory,
U.S.; Daniel Kasen, University of
California, Berkeley, U.S.; Andrew Myers
and Weiqun Zhang, Lawrence Berkeley
National Laboratory, U.S.
Minisymposterium: Building a
Microphysics Cloud Model with
AMReX and PADDI
Sara Nasab, University of California, Santa
Cruz, U.S.

Minisymposterium: Overview of

Amrex - a New Framework for Block-

structured Adaptive Mesh Refinement

Calculations

Andrew Myers, Ann S. Almgren, John B.
Bell, Marcus Day, Brian Friesen, Kevin
N. Gott, Andy J. Nonaka, Steven Reeves,
and Weiqun Zhang, Lawrence Berkeley
National Laboratory, U.S.

Minisymposterium: Application of

Implicit Methods for Complex Fluid

Flow

Guy C. Moore and Andrew Nonaka, Lawrence
Berkeley National Laboratory, U.S.

continued in next column

Minisymposterium: Performance

Study of GPU Offloading via CUDA,

OpenACC, and OpenMP in AMReX

Yuexia Lin, Harvard University, U.S.; Ann S.
Almgren, Brian Friesen, and Andrew Myers,
Lawrence Berkeley National Laboratory,
U.S.

Minisymposterium: Modeling the

Chemistry and Hydrodynamics of

Micro-swimmers

Matea Alvarado, University of California,
Merced, U.S.; Johannes P. Blaschke,
Lawrence Berkeley National Laboratory,
U.S.

Minisymposterium: Modeling Electro-
kinetic Flows with Fluctuating
Hydrodynamics
Sean P. Carney, The University of Texas
at Austin, U.S.; John B. Bell and Andy
J. Nonaka, Lawrence Berkeley National
Laboratory, U.S.; Alejandro Garcia, San
Jose State University, U.S.

Minisymposterium: An Overview of

GPU Sirategies for Porting Amrex-

Based Applications to Next-generation

HPC Systems

Kevin N. Gott, Lawrence Berkeley National
Laboratory, U.S.
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Wednesday, February 27

PP202

Minisymposterium:
Clawpack and ForestClaw
Software

4:50 p.m.-6:50 p.m.
Room: Riverside Hall D

Randall LeVeque, University of Washington,
U.S.

Clawpack is an open source software
package for solving time-dependent
hyperbolic partial differential equations
with adaptive mesh refinement
capabilities (AMR). The posters in this
session present some new developments
to accelerate AMR using GPUs, to the
ForestClaw package using p4est for the
AMR, and toward the development of
better absorbing boundary conditions
for wave propagation problems.
Minisymposterium: Accelerating
Wave-propagation Algorithms with
Adaptive Mesh Refinement Using the
Graphics Processing Unit (GPU)
Xinsheng Qin, Randall LeVeque,

and Michael Motley, University of

Washington, U.S.

Minisymposterium: A Massively
Parallel Solver for Poisson’s Equation
on Block Structured Cartesian Grids
Scott Aiton, Donna Calhoun, and Grady B.
Wright, Boise State University, U.S.

Minisymposterium: Evaluation of

Shallow Water Models for Tsunami

Prediction with a Near-field Seismic

Source

Christopher J. Vogl, Lawrence Livermore
National Laboratory, U.S.; Randall
LeVeque, University of Washington, U.S.

Minisymposterium: Absorbing

Outgoing Waves with Coordinate

Mappings in Clawpack

Randall LeVeque, University of Washington,
U.S.; Christopher J. Vogl, Lawrence
Livermore National Laboratory, U.S.

Wednesday, February 27

PP203
Minisymposterium: Multi-
level and Multi-fidelity
Monte Carlo Methods for
Uncertainty Quantification

4:50 p.m.-6:50 p.m.
Room: Riverside Hall D

Panagiotis Tsilifis, Ecole Polytechnique
Fédérale de Lausanne, Switzerland

Minisymposterium: Markov Chain

Monte Carlo Methods for Seismic

Source Inversion

Juan Pablo Madrigal Cianci and Fabio
Nobile, Ecole Polytechnique Fédérale de
Lausanne, Switzerland; Raul F. Tempone,
King Abdullah University of Science &
Technology (KAUST), Saudi Arabia

Minisymposterium: Kullback-Leibler

Algorithms for Bayesian Inverse

Problems using Multi-Level Monte

Carlo Methods

Panagiotis Tsilifis, Juan Pablo Madrigal
Cianci, and Fabio Nobile, Ecole
Polytechnique Fédérale de Lausanne,
Switzerland

Minisymposterium: Some Recent
Advancements on Multifidelity Monte
Carlo Techniques for Uncertainty
Quantification
Gianluca Geraci, Sandia National
Laboratories, U.S.; Alex A. Gorodetsky,
University of Michigan, U.S.; Michael
S. Eldred and John D. Jakeman, Sandia
National Laboratories, U.S.

Minisymposterium: Computation of

Electromagnetic Fields Scattered From

Objects of Uncertain Shapes Using

Multilevel Monte Carlo

Alexander Litvinenko and Raul F. Tempone,
King Abdullah University of Science &
Technology (KAUST), Saudi Arabia;
Abdulkadir Yucel, Nanyang Technological
University, Singapore; Hakan Bagci,
King Abdullah University of Science &
Technology (KAUST), Saudi Arabia;
Jesper Oppelstrup, KTH Royal Institute
of Technology, Sweden; Erik Michielssen,
University of Michigan, U.S.

Wednesday, February 27

PP204

Minisymposterium: Student
Days - Student Chapter
Posters

4:50 p.m.-6:50 p.m.
Room: Riverside Hall D

Kathleen Kavanagh, Clarkson University,
U.S.

Poster presentations from SIAM Student

Chapters.

Minisymposterium: Computational

Developments for the Bayesian

Conjugate Gradient Method

Timothy Ried, North Carolina State
University, U.S.

See online program for
additional posters in this session.
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Wednesday, February 27

PP205

Minisymposterium: Student
Days - Undergraduate
Posters

4:50 p.m.-6:50 p.m.

See online program for an update on
this session.

Business Meeting -
7:00 p.m.-8:00 p.m. kj() Ij

Room: Ballroom 100BC =

Complimentary beer and wine will be served.

Thursday, February 28

Registration
7:45 a.m.-4:30 p.m.

Room: Ballroom Foyer

Awards Announcement
8:00 a.m.-8:15 a.m. ﬁ

Room: Ballroom 100BC

Thursday, February 28

SP2

SIAG/CSE Early Career
Prize: Data-Driven
Discovery and Control

of Complex Systems:
Uncovering Interpretable
and Generalizable
Nonlinear Models

8:15 a.m.-8:45 a.m.

Room: Ballroom 100BC
Chair: To Be Determined

Accurate and efficient reduced-order
models are essential to understand,
predict, estimate, and control complex,
multiscale, and nonlinear dynamical
systems. These models should ideally
be generalizable, interpretable, and
based on limited training data. This
work develops a general framework

to discover the governing equations
underlying a dynamical system simply
from data measurements, leveraging
advances in sparsity-promoting
techniques and machine learning. The
resulting models are parsimonious,
balancing model complexity with
descriptive ability while avoiding
overfitting. This perspective, combining
dynamical systems with machine
learning and sparse sensing, is explored
with the overarching goal of real-

time closed-loop feedback control of
unsteady fluid systems. We will discuss
how to enforce known constraints,

such as energy conserving quadratic
nonlinearities in incompressible fluids,
to “bake in” known physics. Next,

we will demonstrate that higher-order
nonlinearities can approximate the effect
of truncated modes, resulting in more
accurate models of lower order than
Galerkin projection. Finally, we will
discuss the use of intrinsic measurement
coordinates to build nonlinear models,
circumventing the well-known issue

continued on next page
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Thursday, February 28

SP2

SIAG/CSE Early Career
Prize: Data-Driven
Discovery and Control

of Complex Systems:
Uncovering Interpretable
and Generalizable
Nonlinear Models

continued

of continuous mode deformation
associated with methods based on the
proper orthogonal decomposition. This
approach is demonstrated on several
relevant systems with low-dimensional
dynamics.

Steven Brunton
University of Washington, U.S.

Thursday, February 28

SP3

SIAM/ACM Prize in
Computational Science and
Engineering: The Singular
Value Decomposition:
Anatomy of an Algorithm,
Optimizing for Performance

8:45 a.m.-9:15 a.m.

Room: Ballroom 100BC
Chair: To Be Determined

The computation of the singular value
decomposition, or SVD, has a long
history with many improvements over
the years, both in its implementations
and algorithmically. Here, we look at the
evolution of SVD algorithms for dense
matrices, discussing the motivation and
performance impacts of changes. We
will look at the changes over time by
testing various historical and current
implementations on a common, modern
multicore machine and a distributed
computing platform. We show that
algorithmic and implementation
improvements have increased the

speed of the SVD by several orders of
magnitude, while using up to 40 times
less energy.

Jack J. Dongarra
University of Tennessee and Oak Ridge
National Laboratory, U.S.

Coffee Break
9:15 a.m.-9:45 a.m.

Room: Ballroom Foyer

p

Thursday, February 28

MT3

MOOSE: Enabling
Multiphysics
9:45 a.m.-11:25 a.m.

Room: 300D

The Multiphysics Object Oriented
Simulation Environment (MOOSE) is an
open-source, modular system for creating
simulation tools where highly coupled
systems of equations need to be solved
simultaneously in massively-parallel
environments. This tutorial will introduce
the core systems within MOOSE to begin
building a custom application to solve
your unique and challenging problems.

Derek R. Gaston, Idaho National Laboratory,
U.s.

Andrew Slaughter, Idaho National Laboratory,
U.S.
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Thursday, February 28

MS238

Theory and Application

of Surrogate Models for
Bayesian Inverse Problems -
Part | of Il

9:45a.m.-11:25 a.m.

Room: Ballroom 100BC

For Part 2 see MS271

Today the availability of exascale
computing resources enables high-fidelity
simulations of complex processes in
science and engineering. Moreover,

it is becoming standard to include

and quantify uncertainties in these
processes. However, the forward and
inverse uncertainty quantification with
computationally demanding models is still
infeasible in many situations. Expensive
models arise for instance in hydrology,
oncology, and multiphysics simulations
such as fluid structure interaction. In
practice, such models can be replaced

by computationally cheap surrogates
based on full model runs. Surrogates
enable and accelerate uncertainty
quantification. This minisymposium is
dedicated to surrogate modelling for
inverse uncertainty quantification. We
highlight recent theoretical advances
from mathematical and computational
sciences, for example, adaptive strategies
for surrogate construction, surrogate error
analysis, and multifidelity surrogates,
together with results from practical
estimation problems. Surrogate models
include Gaussian processes, sparse grids,
reduced bases, (piecewise) polynomials,
and low-rank tensors.

Organizer: Jonas Latz
Technische Universitdit Miinchen, Germany

Organizer: Claudia Schillings

Universitaet Mannheim, Germany

Organizer: Elisabeth Ullmann
Technische Universitit Miinchen, Germany
9:45-10:05 Fast Sampling of

Parameterised Gaussian Random
Fields

Jonas Latz and Elisabeth Ullmann, Technische
Universitidt Miinchen, Germany

continued in next column

10:10-10:30 Adaptive Multi-fidelity

Polynomial Chaos Approach to

Bayesian Inference in Inverse

Problems

Yan Liang, Southeast University, China;
Tao Zhou, Chinese Academy of Sciences,
China

10:35-10:55 Dimension Adaptive
Sparse Quadrature and Sparse
Polynomial Parametrized Transport
Maps for High Dimensional Bayesian
Integration
Joshua Chen and Peng Chen, University
of Texas at Austin, U.S.; Daniele Bigoni
and Youssef M. Marzouk, Massachusetts
Institute of Technology, U.S.; Omar

Ghattas, University of Texas at Austin, U.S.

11:00-11:20 Marginal MCMC with

Noisy Local Approximations

Andrew D. Davis and Youssef M. Marzouk,
Massachusetts Institute of Technology,
U.S.; Natesh Pillai, Harvard University,
U.S.; Aaron Smith, University of Ottawa,
Canada

Thursday, February 28

MS239

Multiphysics: Extensible,
Composable Algorithms and
Software - Part | of Il

9:45a.m.-11:25 a.m.

Room: Conference Theater

For Part 2 see MS272
Featured Minisymposium

A major thrust for more than two
decades has been the development of
flexible and extensible methodologies for
tackling the most challenging scientific
and engineering problems. These
problems naturally exhibit multiscale
and multiphysics characteristics which
strain algorithmic foundations and
software capabilities, assumptions,

and optimization while targeting
contemporary and emerging hardware.
In this environment, it is not possible
for a single person to understand and
customize components for each class
of target problem, thus algorithmic and
software robustness, composability, and
extensibility is paramount. Training,
automation, and quality control become
increasingly challenging as users and
contributors from diverse backgrounds
attempt to conduct increasingly complex
simulations and analyses. This session
brings together exemplars, promising
techniques, and lessons learned in
developing algorithms, software,

and communities for computational
multiphysics.

Organizer: Paul Bauman

State University of New York at Buffalo, U.S.

9:45-10:05 Composable Multiphysics:

From Solvers to Quantities of Interest

Paul Bauman, State University of New York
at Buffalo, U.S.

10:10-10:30 Multiscale Modeling of

Bloodflow in the Human Vasculature

Amanda Randles, Duke University, U.S.; John

Gounley, Oak Ridge National Laboratory,
U.S.

continued on next page
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Thursday, February 28

MS239

Multiphysics: Extensible,
Composable Algorithms and
Software - Part | of Il

continued

10:35-10:55 preCICE -- a
Comprehensive Coupling Library for
Large-scale Surface-coupled Multi-
physics Problems

Miriam Mehl, Universitit Stuttgart, Germany

11:00-11:20 Scalable Solution of

Implicit / Imex Fe Continuum Plasma

Physics Models

John Shadid, Roger Pawlowski, Edward G.
Phillips, Paul Lin, Sidafa Conde, Ray S.
Tuminaro, and Sibusiso Mabuza, Sandia
National Laboratories, U.S.; Luis Chacon,
Los Alamos National Laboratory, U.S.

Thursday, February 28

MS240

Boundary Integral Methods
for Particulate Flows - Part |
of Il

9:45 a.m.-11:25 a.m.

Room: 102A

For Part 2 see MS273

This minisymposium will focus on recent
advances in the development of integral
equation methods for simulating low-Re
viscous flow of bubbles, drops, vesicles,
rigid particles and other particulate
suspensions. The accurate simulation of
such complex fluid flows is challenging
because of strong nonlinearities, time-
dependent geometries, close interactions,
and multiple length and time scales.
Integral equation methods offer a suitable
and powerful framework able to address
these challenges while providing high-
order accuracy.

Organizer: Lukas Bystricky
Florida State University, U.S.

Organizer: Chiara Sorgentone
KTH Royal Institute of Technology, Sweden

9:45-10:05 Numerical Simulations

of 3D Surfactant-covered Drop

Electrohydrodynamics

Chiara Sorgentone and Anna-Karin Tornberg,
KTH Royal Institute of Technology,
Sweden

10:10-10:30 Transport in Viscous

Erosion

Bryan D. Quaife and Matthew N. Moore,
Florida State University, U.S.

10:35-10:55 Optimal Design of

Deterministic Lateral Displacement

Devices for Cell Sorting

Gokberk Kabacaoglu, University of Texas,
U.S.; George Biros, University of Texas at
Austin, U.S.

11:00-11:20 Numerical Simulations of
Two-phase Flow of Electrolyte Drops

Michael Siegel, New Jersey Institute of
Technology, U.S.

Thursday, February 28

MS241

Close Evaluation of Layer
Potentials: Advanced
Numerical Methods and

Applications
9:45a.m.-11:25 a.m.
Room: 102B

Boundary integral equation methods
are useful for solving boundary value
problems for linear, elliptic, partial
differential equations. Rather than
solving the partial differential equation
directly, one represents the solution as
a layer potential, an integral operator
applied to a density over the boundary.
The close evaluation problem arises

in boundary integral methods for
numerically computing the solution for
evaluation points near the boundary.

It has been established that accuracy
of standard numerical methods greatly
suffer from the close evaluation
problem. This session will include
recent advances in numerical methods
for boundary integral equation methods
near boundaries and application of
these for methods for a diverse range
of problem. In particular it will cover
electromagnetic wave propagation

and Stokes flow. Topics may include
development and analysis of numerical
methods for boundary integral equations,
asymptotic analysis, applications to
electromagnetic wave propagation

or scattering in biological tissue or
exotic metamaterials, fluid-structure or
multiphase flow problems, and more.

Organizer: Camille Carvalho
University of California, Merced, U.S.

Organizer: Shilpa Khatri

University of California, Merced, U.S.
9:45-10:05 Asymptotic Analysis for the
Close Evaluation Problem

Camille Carvalho, Shilpa Khatri, and Arnold

D. Kim, University of California, Merced,
u.s.

continued on next page
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10:10-10:30 An Efficient Method for
Nearly Singular Line Integrals in Two
and Three Dimensions

Ludvig af Klinteberg, Simon Fraser
University, Canada

10:35-10:55 Close Interactions of

Particles in Stokes Flow

Anna-Karin Tornberg, KTH Royal Institute of
Technology, Sweden

11:00-11:20 A Fredholm Operator
Approach to Clamped Plate Problems

Travis Askham, New Jersey Institute of
Technology, U.S.

Thursday, February 28

MS242

Recent Advances in Models
and Numerical Methods for
Multiphase Problems - Part |
of Il

9:45a.m.-11:25 a.m.

Room:102C

For Part 2 see MS275

Multiphase problems arise in a wide
range of computational science and
engineering applications. They are
ubiquitous in the universe. They exist in
material systems consisting of coexistent,
multiple physical phases (gas, liquid,
solid) and/or a single physical phase

but multiple components (i.e., oil/water,
polymer/polymer/solvent). How to
develop the thermodynamically consistent
description of the multiphase phenomena?
How to develop appropriate numerical
strategies and computational methods to
efficiently solve the multiphase problems
are pressing issues in the research
community. Phase field has emerged as an
effective modeling and computational tool
to deal with multiple phase phenomena
recently. How to exploit the efficiency

of the formulation and computational
flexibility and how to couple this efficient
computational strategy to other methods
for multiphase problems will be the
central theme of the symposium. In this
minisymposium, experts in modeling
and computation are invited to share their
recent advances in studying multiphase
problems and relevant applications.

It serves as a platform for advancing
modeling and numerical strategies in the
related field.

Organizer: Jia Zhao
Utah State University, U.S.

Organizer: Qi Wang

University of South Carolina, U.S. and Beijing
Computational Science Research Center,
China

continued in next column

9:45-10:05 Compressible Multiphase
Fluid Flows

Qi Wang, University of South Carolina,

U.S. and Beijing Computational Science
Research Center, China

10:10-10:30 Thermal Effects in Transport
of lonic Solutions
Chun Liu, Illinois Institute of Technology, U.S.

10:35-10:55 Approximation of Contact

Angle Hysteresis by using Onsager

Principle

Xianmin Xu, Chinese Academy of Sciences,
China

11:00-11:20 Cell Motility Dependence

on Adhesive Wetting

Yanxiang Zhao, George Washington
University, U.S.
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Thursday, February 28

MS243

Reduced Order Models for
Fluids: Achievements and
Open Problems - Part | of Il

9:45a.m.-11:25 a.m.

Room:102D

For Part 2 see MS276

This minisymposium aims at giving
a survey of recent developments in
the reduced order modeling of fluid
flows. Computational modeling,
numerical analysis, and applications to
realistic engineering and geophysical
flow problems will be covered in this
minisymposium. Both achievements
and open problems in the reduced
order modeling of fluid flows will be
discussed.

Organizer: Traian lliescu
Virginia Tech, U.S.

Organizer. Michael Schneier
University of Pittsburgh, U.S.

9:45-10:05 Model Reduction of

Dynamical Systems on Nonlinear

Manifolds using Deep Convolutional

Autoencoders

Kevin T. Carlberg and Kookjin Lee, Sandia
National Laboratories, U.S.

10:10-10:30 Reduced-order Model for

the BGK Equation based on Pod and

Optimal Transport

Florian Bernard, Inria and University of
Bordeaux, France; Angelo lollo, Institut
de Mathématiques de Bordeaux, France;
Sebastien Riffaud, Inria and University of
Bordeaux, France

10:35-10:55 Physically-constrained
Data-driven Correction for Reduced
Order Modeling of Fluid Flows
Muhammad Mohebujjaman, Virginia Tech,
U.S.; Leo Rebholz, Clemson University,
U.S.; Traian Iliescu, Virginia Tech,
U.S.; Xuping Xie, Oak Ridge National
Laboratory, U.S.

11:00-11:20 Reduced Stochastic

Models for Complex Fluids through

Computational Information

Geometry

Sorin Mitran, University of North Carolina,
Chapel Hill, U.S.

Thursday, February 28

MS244

Theory and Algorithms for
Improved Performance

of Machine Learning in
Scientific Applications - Part
l of Il

9:45 a.m.-11:25 a.m.

Room: 111A

For Part 2 see MS277

Machine learning (ML) and artificial
intelligence (AI) have had unprecedented
success in Silicon Valley, and for big
data problems that have emerged in the
last decade. However, the application

of ML to scientific discovery requires

an entirely new focus on algorithmic
development and mathematical rigor,
aimed at producing reliable, confident,
and reproducible results, customized

to specific type (plentiful or sparse)

and form (labeled or unlabeled, static

or online, deterministic or noisy) of
observational data. An overarching goal
of this symposium is to amalgamate
international experts in numerical
analysis, approximation theory,
uncertainty quantification, and data
science, to systematically investigate:
the design of architectures/models which
accurately capture the complexities of the
data, with robust estimates of confidence
in predictions on defined domains; and
fast and scalable algorithms to fit the
proposed models to data, with a theory
that explains the convergence and
success of these techniques.

Organizer. Guannan Zhang
Oak Ridge National Laboratory, U.S.

Organizer: Clayton G. Webster
University of Tennessee and Oak Ridge
National Laboratory, U.S.

9:45-10:05 Approximability Models
and Optimal System Identification
Simon Foucart, Texas A&M University, U.S.

continued in next column

10:10-10:30 Large-scale Classification

Techniques with Applications to

Medical Data

Deanna Needell, University of California,
Los Angeles, U.S.

10:35-10:55 An Iterative Method for

Classification of Binary Data

Denali Molitor, University of California, Los
Angeles, U.S.

11:00-11:20 Deep Learning for Quasi-

opfimal Polynomial Approximations of

High-dimensional Functions

Clayton G. Webster, University of Tennessee
and Oak Ridge National Laboratory, U.S.
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Thursday, February 28

MS245

Models with Superior
Reasons for Complex Big
Data - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 111B

For Part 2 see MS278

This minisymposium concerns state-of-
the-art computational methods for solving
real-world problems involving complex
high-dimensional big-volume data
stemming from heterogenous sources,
such as high-frequency data from finance
or complex claims records in insurance,
spatio-temporal sensory data from
mobile connected devices, semi- or fully
autonomous transportation, and emerging
Internet-of-Things (IoT) applications.
We are particularly interested in building
highly accurate learning and prediction
models with excellent decision reasons:
overall variable importance at the

model level down to personalized key
features at the data record level, which
demonstrate superior model intelligence
and hence inspires confidence and trust.
Enabling software tools and hardware
architecture will be highlighted along
with key development principles. This
minisymposium is partially sponsored by
American Family Insurance and eMALL
10 Ltd.

Organizer: Sou-Cheng T. Choi
Lllinois Institute of Technology, U.S. and
Allstate Insurance Corporation, U.S.

Organizer: Luisa Polania
Target Corporation, U.S.

Organizer: Teja Kanchinadam
American Family Insurance, U.S.

Organizer: Lawrence K.H. Ma
Hong Kong Blockchain Society, Hong Kong

9:45-10:05 Real-time Prediction of

Traffic Speed During Traffic Incidents

Sou-Cheng T. Choi, Illinois Institute of
Technology, U.S. and Allstate Insurance
Corporation, U.S.; Rory Hartong-Redden,
Tim Gibson, and Sunil Chintakindi,
Allstate Insurance Corporation, U.S.

continued in next column

10:10-10:30 Dealing with Uncertainties
in Investment Robo-advice
Shi Yu, Vanguard, U.S.

10:35-10:55 Using Discriminative

Graphical Models for Insurance

Recommender Systems

Teja Kanchinadam, American Family
Insurance, U.S.

11:00-11:20 Mapping Advanced
Knowledge: the Lessons from
Economic-climate and Macro-
financial Modeling

Victor Zhorin, Independent Researcher

Thursday, February 28

MS246

Machine Learning Methods
in Computational Fluid
Dynamics - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 111C

For Part 2 see MS279

Machine learning (ML) methods and

in particular deep learning via neural
networks have generated significant
interest in the last years. This interest
reaches beyond the ML community
itself into other fields of science and
engineering. Since these methods can
provide approximations to general
functions by being coaxed to learn
optimally from data without a-priori
assumptions, they are particularly
attractive for the generation of subspace
models. In the area of computational
fluid dynamics, research into how ML
methods can enhance current capabilities
is an active research topic. Deep learning
methods have been shown to provide
accurate shock-capturing sensors,
improve RANS turbulence models,
provide approximate deconvolutions of a
coarse-scale flow fields and reconstruct
the exact LES stresses terms to generate
data-driven closure models. With these
encouraging successes, a number of
questions arise: What did the models
actually learn? How can one incorporate
physical constraints into the learning
process? What is the confidence in the
model predictions? And what are the
limits of ML and can we quantify them?
This symposium invites contributions
that discuss how to enhance CFD
methods by machine learning algorithms.
The generation of subspace models,

e.g. for RANS and LES, is of particular
interest, but the minisymposium is

also open to other topics, e.g. learning
intelligent flow sensors, data compression
and feature extraction, implementation
examples etc.

continued on next page
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Machine Learning Methods
in Computational Fluid
Dynamics - Part | of Il

continued

Organizer: Andrea D. Beck
Universitdt Stuttgart, Germany

Organizer: Romit Maulik
Oklahoma State University, U.S.

Organizer: Omer San
Oklahoma State University, U.S.

9:45-10:05 Data-driven Filter

Estimation for the Sub-grid Modelling

of Kraichnan Turbulence

Romit Maulik and Omer San, Oklahoma
State University, U.S.; Adil Rasheed,
SINTEF Digital, Norway; Prakash Vedula,
University of Oklahoma, U.S.

10:10-10:30 Deep Neural Networks for
Data-driven Turbulence Models
Andrea D. Beck and David Flad, Universitit
Stuttgart, Germany; Claus-Dieter
Munz, Institut fuer Aerodynamik und
Gasdynamik (IAG), Germany

10:35-10:55 Deep Learning for Data-

driven Modeling and Analysis of Fluid

Flows

Balaji Jayaraman, Shivakanth Chary, and
Chen Lu, Oklahoma State University, U.S.

11:00-11:20 Convolutional Neural

Networks for Direct Prediction of

Aerodynamic Flowfields

Saakaar Bhatnagar, University of Michigan,
U.S.; Shaowu Pan, University of
Michigan, Ann Arbor, U.S.

Thursday, February 28

MS247

Recent Advances in PDE-
constrained Optimization
under Uncertainty - Part | of
!

9:45 a.m.-11:25 a.m.

Room: 300A

For Part 2 see MS280

Over the past two decades, significant
strides have been made in theory and
algorithms for optimization of systems
governed by PDEs. These advances

in PDE-constrained optimization

have enabled many applications

of optimal design and control to
complex deterministic systems in
computational science and engineering.
A major remaining challenge for PDE-
constrained optimization is accounting
for uncertainty in the PDE models.
Many PDE models are characterized
by uncertain parameters due to lack of
knowledge or intrinsic variability of the
inputs, including initial or boundary
conditions, sources, coefficients, or
geometry. It is important to incorporate
this uncertainty in the optimization
problem to make the optimal solution
more robust and reliable. Indeed,
recent years have witnessed rapid
growth in research on PDE-constrained
optimization under uncertainty. In this
minisymposium, leading experts will
present their work on advances in the
development, analysis, and application
of methods for PDE-constrained
optimization under uncertainty. In
particular, the following themes will

be emphasized: (1) development and
analysis of scalable algorithms to solve
optimization problems under high- or
infinite-dimensional uncertainty; (2)
investigation of different risk measures
and constraints; (3) application to
problems governed by more challenging
models, including multiphysics,
multiscale, and fractional PDE problems.

Organizer. Peng Chen

University of Texas at Austin, U.S.

Organizer. Omar Ghattas
University of Texas at Austin, U.S.

continued in next column

9:45-10:05 Breaking the Curse of

Dimensionality for PDE-constrained

Optimization under High-dimensional

Uncertainty

Peng Chen and Omar Ghattas, University of
Texas at Austin, U.S.

10:10-10:30 Adaptive Multifidelity

Contour Estimation for Reliability-

based Design Optimization

Anirban Chaudhuri and Alexandre Marques,
Massachusetts Institute of Technology,
U.S.; Karen E. Willcox, University of
Texas at Austin, U.S.

10:35-10:55 Robust Optimization of

PDE-constrained Problems using

Second-order Models

Philip Kolvenbach and Stefan Ulbrich,
Technische Universitidt Darmstadt,
Germany

11:00-11:20 Sparse Optimal Control of

PDEs under Uncertainty

Chen Li, New York University, U.S.; Georg
Stadler, Courant Institute of Mathematical
Sciences, New York University, U.S.
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Thursday, February 28

MS248

High Performance Sparse
Matrix, Tensor, and Graph
Kernels - Part | of Il

9:45a.m.-11:25 a.m.

Room: 300B

For Part 2 see MS281

High performance computational

kernels are critical to various real-

world applications, such as scientific
computing, machine learning, social
networks, and healthcare analytics, to
name a few. Data from many applications
are sparse, which means most of the
entries are meaningless or missing
values, represented as zeros. In this
proposed minisymposium, we will
discuss state-of-the-art studies of sparse
computational kernels in sparse matrix,
sparse tensor, and graph problems. We
will discuss their interactions, challenges,
solutions, and future directions. Our
topics cover these sparse kernels

from different views: sparse kernels

as benchmarks to compare different
computer architectures, new sparse data
structures and optimization methods for
these algorithms, and the applications of
these kernels. Our topics also cover the
optimization techniques from different
domains: algorithms, compilers, runtime
systems, and computer architectures. We
expect this minisymposium will explore
high-performance sparse algorithms and
their interactions among different kernels.

Organizer: Jigjia Li
Pacific Northwest National Laboratory, U.S.

Organizer: Xu Liu

College of William & Mary, U.S.

9:45-10:05 Gluon: A Communication

Optimizing Framework for Distributed

Heterogeneous Graph Analytics

Roshan Dathathri and Keshav Pingali,
University of Texas at Austin, U.S.

10:10-10:30 A Model Driven Sparse
Gemm on GPUs

Xin He and Guangming Tan, Chinese
Academy of Sciences, China

continued in next column

10:35-10:55 Enabling On-the-fly

Storage Format Prediction and

Optimization for SpMV

Weijie Zhou and Xipeng Shen, North
Carolina State University, U.S.

11:00-11:20 CVR: Efficient SpMV

Vectorization on X86 Processors

Xu Liu, College of William & Mary, U.S.;

Biwei Xie, Chinese Academy of Sciences,
P.R. of China

Thursday, February 28

MS249

Tensor Based Methods in
Scientific Computing and
Data Science - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 300C

For Part 2 see MS282

Tensor-based methods are becoming
increasingly important because of their
ability to extract and exploit inherent
multidimensional structure. However,
several computational challenges
persist that prevent the use of tensor
decompositions for large-scale problems.
This minisymposium explores advances
in numerical methods and applications
involving tensor decompositions in
scientific computing and data sciences.

Organizer: Arvind Saibaba
North Carolina State University, U.S.

Organizer: Misha E. Kilmer
Tufts University, U.S.

9:45-10:05 Stochastic Gradient

Descent for Large-scale Generalized

CP Tensor Decomposition

Tamara G. Kolda, Sandia National
Laboratories, U.S.; David Hong, University
of Michigan, U.S.; Jed A. Duersch, Sandia
National Laboratories, U.S.

10:10-10:30 Stable Tensor Neural

Networks

Elizabeth Newman, Tufts University, U.S.;
Lior Horesh, IBM Research, U.S.; Haim
Avron, Tel Aviv University, Israel; Misha E.
Kilmer, Tufts University, U.S.

10:35-10:55 Tensor Canonical
Correlation Analysis - A Probabilistic
Method and Estimation Algorithm
Eric Chi, North Carolina State University,
U.S.; Hua Zhou, University of California,
Los Angeles, U.S.; Eun Jeong Min,
University of Pennsylvania, U.S.

11:00-11:20 Eigenvector-based

Centrality Measures in Multilayer

Networks -- Theory and Computation

Francesca Arrigo, University of Strathclyde,
United Kingdom; Francesco Tudisco,
University of Padua, Italy; Antoine Gautier,
Saarland University, Germany



178

SIAM Conference on Computational Science and Engineering

Thursday, February 28

MS250

BE: Advances in
Computational Drug
Discovery - Part | of Il

9:45a.m.-11:25 a.m.

Room: 302A

For Part 2 see MS283

Drug discovery and development
continues to be an expensive, lengthy,
and sometimes fatal process. With

the large chemical space of potential
drugs and the number of proteins

and observable genetic variation of
these proteins, an experimental and
clinical understanding of all potential
interactions is not feasible, making
accurate computational studies
extremely relevant and important.

The massive computational power

of leadership class computing and
advances in machine learning provide
exciting opportunities to overcome
hurdles in drug discovery and
development. Drugs are known to be
promiscuous; they interact with more
than one protein. Some estimates
predict that every protein interacts

with tens to hundreds of different
known drugs. Accurate predictions

of how drugs interact with the entire
proteome would establish computational
polypharmacological networks. These
networks would provide insight on drug
repurposing, side-effect prediction, and
the development of more efficacious
drugs. This session focuses on
combining traditional biomolecular
simulations with biomedical big

data sources using machine learning
techniques to improve drug binding
predictions to enable the development of
accurate polypharmacological networks.

Organizer: Sally R. Ellingson
University of Kentucky, U.S.

9:45-10:05 Opportunities for
Polypharmacology Using Machine
Learning

Sally R. Ellingson, University of Kentucky,
U.S.

continued in next column

10:10-10:30 Accelerating Therapeutics

for Opportunities in Medicine

Jonathan Allen, Lawrence Livermore
National Laboratory, U.S.

10:35-10:55 Feature Selection in

Biomolecular Models

Julie Mitchell, Oak Ridge National
Laboratory, U.S.

11:00-11:20 Leveraging Large Scale

Molecular Dynamics Simulations and

Deep Learning for Binding Activity

Models

William D. Jones, Lawrence Livermore
National Laboratory, U.S.

Thursday, February 28

MS251

Algorithms and Software
for Nonlinear Eigenvalue
Problems - Part | of |l

9:45 a.m.-11:25 a.m.

Room: 302B

For Part 2 see MS284

Eigenvalue problems arise in many
fields of science and engineering

and their mathematical properties

and numerical solution methods for
standard, linear eigenvalue problems
are well understood. Recently, due

to breakthrough applications, e.g.,
electronic structure calculations for

2D materials, we observe emerging
challenges in the nonlinear eigenvalue
problems (NLEVPs) $T(\lambda)
x=0$, which exhibits nonlinearity in
the eigenvalue parameter. Although, the
nonlinear eigenvalue problems received
a lot of attention from the numerical
linear algebra community during the last
decade, the majority of the work has
been focused on polynomial eigenvalue
problems. The minisymposium will
provide a forum for discussing the
novel algorithmic contributions and
latest software developments for the
general nonlinear eigenvalue problems
involving nonlinear functions such as
exponential, rational, and irrational ones.
Presentations will focus on Newton-
based techniques, Krylov subspace
methods applied to linearizations, and
contour integration and rational filtering
methods and their role in large-scale
science and engineering simulations.

Organizer: Roel Van Beeumen
Lawrence Berkeley National Laboratory,
U.s.

Organizer. Agnieszka Miedlar

University of Kansas, U.S.

9:45-10:05 NLEVP: A Collection of

Nonlinear Eigenvalue Problems

Francoise Tisseur and Gian Maria Negri
Porzio, University of Manchester, United
Kingdom

continued on next page
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10:10-10:30 NEP-PACK: A Julia

Package for Nonlinear Eigenproblems

Elias Jarlebring, KTH Royal Institute of
Technology, Sweden

10:35-10:55 The Rational Krylov

Toolbox

Steven Elsworth and Stefan Guettel,
University of Manchester, United Kingdom

11:00-11:20 {CORK}\ texttt{++}:

Compact Rational Krylov Methods for

Nonlinear Eigenvalue Problems

Roel Van Beeumen, Lawrence Berkeley
National Laboratory, U.S.

Thursday, February 28

MS252

Preconditioning for High-
order Matrix-free PDE
Operators - Part | of I

9:45 a.m.-11:25 a.m.

Room: 303A

For Part 2 see MS285

This minisymposium explores various
approaches to preconditioning operators
when no explicit matrix representation
is easily available. An ongoing move

in high-performance computing toward
next-generation high-concurrency
hardware makes the higher arithmetic
intensity of high polynomial order
discretizations much more attractive,
but explicit matrix assembly and
application of such high-order operators
rapidly becomes a performance
bottleneck. A partial solution to this
issue is representing the operator in

an unassembled or matrix-free setting,
taking advantage for example of tensor
representations of a finite element basis.
In the unassembled setting, however, it
is not at all clear how to precondition
the operator, especially in situations
where a geometric mesh hierarchy is
not available. In this minisymposium,
we consider approaches such as
preconditioning a high-order method
with a lower-order method, unassembled
algebraic multigrid preconditioners, and
related preconditioning methods.

Organizer: Andrew T. Barker
Lawrence Livermore National Laboratory,
U.S.

Organizer: Per-Olof Persson
University of California, Berkeley, U.S.
9:45-10:05 Algebraic Multigrid-based
Approaches for Preconditioning
Unassembled Operators in H(curl)
Andrew T. Barker and Tzanio Kolev,

Lawrence Livermore National Laboratory,
U.S.

10:10-10:30 Approximate Fast

Diagonalization for the Spectral

Element Method

Pablo Brubeck and Paul Fischer, University of
Illinois at Urbana-Champaign, U.S.

continued in next column

10:35-10:55 Efficient Solvers and

Tensor-product Preconditioners

for the Impilicit Time Integration of

Discontinuous Galerkin Methods

Will Pazner and Per-Olof Persson, University
of California, Berkeley, U.S.

11:00-11:20 Acceleration of Tensor-
product Operations for High-order
Finite Element Methods

Tim Warburton, Virginia Tech, U.S.
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MS253

Mitigating Communication
Costs Using Variable
Precision Computing
Techniques - Part | of Il

9:45a.m.-11:25 a.m.

Room: 303B

For Part 2 see MS286

Communication costs, including global
data movement between processors and
local movement within a processor, are
becoming significantly more expensive
compared to arithmetic operations. It

is now of high importance to develop
algorithms with communications

costs in mind. Traditionally, to guard
against floating-point round off errors,
we store data in a 64-bit double
precision representation even when
very few significant digits are needed.
However, many scientific simulations
have traditional error polluting the
64-bit representation - truncation error,
iteration error, and floating-point round
off error. Consequently, since many of
the bits represent error, we are wasting
valuable resources. Thus, a simple way
to reduce communication costs is to
reduce the size of the data; either using
fewer bits, i.e., in a lower precision, or
by using a lossy compression algorithm.
Mixed-precision or lower precision
algorithms have had a renewed interest
not only to mitigate communication
costs, but due to the fact that GPU’s
can perform half precision arithmetic
approximately 16 times as fast as
double precision arithmetic. In the

past few years, lossy compression
algorithms have been specifically
designed for scientific data, sacrificing
a small amount precision and additional
computations for reduced bandwidth.
To this end, this minisymposium will
highlight recent algorithmic advances in
variable precision computing.

Organizer: Alyson Fox
Lawrence Livermore National Laboratory,
U.S.

Organizer: Jeffrey A. Hittinger
Lawrence Livermore National Laboratory,
U.S.

continued in next column

Organizer: James D.

Diffenderfer

University of Florida, U.S.

9:45-10:05 Error Analysis of ZFP

Compression for Floating-point Data

James D. Diffenderfer, University of Florida,
U.S.

10:10-10:30 Stability Analysis of Inline

ZFP Compression for Floating-point

Data in lterative Methods

Alyson Fox, Lawrence Livermore National
Laboratory, U.S.

10:35-10:55 Error Analysis of ZFP
Compression in Multigrid Methods
Avary Kolasinski, University of Kansas, U.S.

11:00-11:20 Beyond IEEE: Nexi-

generation Floating-point Formats

Peter Lindstrom, Scott Lloyd, and Jeftrey A.
Hittinger, Lawrence Livermore National
Laboratory, U.S.

Thursday, February 28

MS254

Mori-Zwanzig Formulation,
Implementation and
Applications - Part | of Il

9:45a.m.-11:25 a.m.

Room: 201C

For Part 2 see MS288

The Mori-Zwanzig formalism allows
reducing the number of variables in
large systems of coupled equations.
For differential equations, the reduced
equations model the effect of the
unresolved variables, leading to a
Markovian, memory and fluctuating
terms. This formalism can be a starting
point for multiscale and meso-scale
modeling, based on first-principles
calculations. It can also be used to
derive popular reduced order models as
appropriate limiting cases. In addition
to formulating better reduced models,
there is a growing need for efficient
simulation of those reduced models. The
minisymposium will address the related
mathematical and numerical issues as
well as applications to materials, fluid
mechanics, soft matter, biology and
uncertainty quantification.

Organizer: Xiantao Li
Pennsylvania State University, U.S.

Organizer. Panos Stinis
Pacific Northwest National Laboratory, U.S.

Organizer: Daniele Venturi
University of California, Santa Cruz, U.S.

Organizer: Karthik Duraisamy
University of Michigan, Ann Arbor, U.S.

9:45-10:05 Coarse-graining Strategies

for Multi-scale Partial Differential

Equations using the Mori-Zwanzig

Approach

Aniruddhe Pradhan, The University of
Michigan, Ann Arbor, U.S.; Karthik
Duraisamy, University of Michigan, Ann
Arbor, U.S.

continued on next page
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10:10-10:30 Coarse-graining the

Overdamped Langevin Equation for a

Potential with Entropic Barriers via the

Mori-Zwanzig Formalism

Thomas Hudson, University of Warwick,
United Kingdom

10:35-10:55 The Derivation of

Fluctuating Heat Conduction Models

from Molecular Dynamics

Weigi Chu and Xiantao Li, Pennsylvania State
University, U.S.

11:00-11:20 Data-driven Modelling

and Parameterization of Generalized

Langevin Equation

Huan Lei, Pacific Northwest National
Laboratory, U.S.

Thursday, February 28

MS255

Underwater Sensing and
Signal Processing - Part | of Il

9:45 a.m.-11:25 a.m.

Room:202A

For Part 2 see MS289

The earth’s vast oceans are largely
unexplored, but at the same time are of
great importance for economic, ecological
and military objectives. Advances in
sensing technology (e.g. vector sensors),
platform capabilities (e.g. Unmanned
Underwater Vehicles) and computational
resources create an exciting environment
for new signal processing algorithms
and sensing opportunities. Many of

the problems involve computational
challenges such as prediction of long-
range acoustic propagation through a
changing, multiple-scale environment,
and simultaneous processing of data from
hundreds or thousands of sensors. This
minisymposium will identify current
directions of research and methods being
developed to solve problems, including
their advantages and shortcomings.

Organizer: Margaret Cheney
Colorado State University, U.S.

Organizer: Kevin P. Bongiovanni

Raytheon BBN Technologies, U.S.

9:45-10:05 Problems in Underwater

Acoustics

Kevin P. Bongiovanni, Raytheon BBN
Technologies, U.S.

10:10-10:30 Shallow Water Inversion

with Sequential Filtering and

Linearization

Eliza (Z.-H.) Michalopoulou, New Jersey
Institute of Technology, U.S.

10:35-10:55 Localization in a Random

Medium Using Lucky Techniques

Ivars Kirsteins, Naval Undersea Warfare
Center, U.S.

11:00-11:20 Maximal Invariants and
the Singular Value Decomposition in
Detection Theory

Louis Scharf, Colorado State University, U.S.

Thursday, February 28

MS256

Industrial Eigensolution
Technology: Advances and
Challenges - Part | of |l

9:45 a.m.-11:25 a.m.

Room:202B

For Part 2 see MS274

Numerical eigenvalue problems and
eigensolution technology are one of the
centerpiece of industrial scale modeling
and simulations for acoustics and
structural analysis among many others.
In this minisymposium, speakers from
industry and academic will present recent
advancements in eigenvalue algorithms,
numerical analysis and industrial strength
high-performance software, and discuss
emerging needs and challenges.

Organizer: Zhaojun Bai
University of California, Davis, U.S.

Organizer: Roger Grimes
Livermore Software Technology Corporation,
U.S.

9:45-10:05 Eigenvalue Problems in

Mechanical Engineering

Roger Grimes, Livermore Software
Technology Corporation, U.S.

10:10-10:30 FISS: A Scalable Parallel

Eigenvalue Solver for Large-scale

Structural Analysis

Yasunori Futamura and Tetsuya Sakurai,
University of Tsukuba, Japan; Sakujiro
Hatazawa, MSC Software Corporation,
U.S.; Tei Yamato, Mitsubishi Heavy
Industries, Ltd, Japan

10:35-10:55 Substructuring Eigensolver
Capabilities in Siemens PLM Software

with Applications in Dynamic Analyses
Ben-Shan Liao, Siemens PLM Software, U.S.

11:00-11:20 Nonlinear Eigenvalue
Problems: Applications and
Challenges from Mechanical
Engineering

Karl Meerbergen, KU Leuven, Belgium
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MS257

Towards Digital Twins for
Industrial Applications - Part
I of i

9:45a.m.-11:25 a.m.

Room: 202C

For Part 2 see MS291

The future development of industry

and society exhibits strongly increasing
complexity, at the same time ever-
shorter innovation cycles. In addition,
digitisation and the internet of

things have led to an explosion of

data and information. Without novel
computational tools and paradigms

we will not be able to manage these
challenges. For almost all domains

of science and engineering and in

most industrial sectors, a multitude of
commercial and open source software for
modelling, simulation and optimization
(MSO) based on mathematical models is
available. At the same time increasingly
large amounts of process and product
data are available and strong artificial
intelligence solutions have been
developed to exploit these. All this is
fostered by computers becoming more
and more powerful. These developments
lead to the vision that holistic approaches
can be achieved that combine all these
developments. A complete industrial
product or process in its whole life
cycle can be accompanied by a virtual
representation, often called digital

twin that allows design optimization,
process control, lifecycle management,
predictive maintenance, risk analysis
and many other features. Digital twins
are so important to business today, that
they were named one of Gartner’s Top
10 Strategic Technology Trends for
2017. They are becoming a business
imperative, covering the entire lifecycle
of an asset or process and forming the
foundation for connected products and
services.

Organizer: Wil Schilders
Eindhoven University of Technology,
Netherlands

continued in next column

9:45-10:05 Towards Digital Twins:
Merging Data and Model-based
Approaches

Dirk Hartmann, Siemens AG, Germany

10:10-10:30 PDE-informed Surrogate

Modeling for Fluid-mechanics

Applications

Yous van Halder, Centrum voor Wiskunde en
Informatica (CWI), Netherlands

10:35-10:55 The GANESO Software

(Gas Network Simulation and

Optimization)

Julio Gonzdlez Diaz and Alfredo Bermudez
de Castro, University of Santiago de
Compostela, Spain

11:00-11:20 The European Network

Eu-maths-in and its Efforts for Digital

Twins

Volker Mehrmann, Technische Universitit
Berlin, Germany; Wil Schilders, Eindhoven
University of Technology, Netherlands

Thursday, February 28

MS258

Showcase of Research
Supported by the DOE
Computational Science
Graduate Fellowship - Part |
of Il

9:45 a.m.-11:25 a.m.

Room: 203

For Part 2 see MS292

Since 1991 the DOE computational
science graduate fellowship (CSGF)
program has supported the training of
exceptional researchers across a range
of science and engineering fields. In
this minisymposium, CSGF fellows
and alumni present their latest research
accomplishments. The sessions will
cover a wide range of computational
science application areas.

Organizer: David I. Ketcheson
King Abdullah University of Science &
Technology (KAUST), Saudi Arabia

Organizer: Mayya Tokman
University of California, Merced, U.S.

9:45-10:05 Incorporating

Computational Science and

Engineering into Traditional STEM

Education

Claire Ralph, California Institute of
Technology, U.S.

10:10-10:30 OpenKIM: Reliable
Interatomic Models for Multiscale
Simulations

Ryan S. Elliott, University of Minnesota, U.S.

10:35-10:55 Asynchronous Finite

Element Simulation of Coastal

Inundation

Maximilian Bremer, University of Texas at
Austin, U.S.; Hartmut Kaiser, Louisiana
State University, U.S.; Clint Dawson,
University of Texas at Austin, U.S.

11:00-11:20 Computing in the Kitchen
Sink: Computational Stability of a
Circular Hydraulic Jump

David 1. Ketcheson, King Abdullah

University of Science & Technology
(KAUST), Saudi Arabia
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Thursday, February 28

MS259

Advances in Scalable
lterative, Multigrid and Direct
Sparse Linear Solvers

9:45a.m.-11:25 a.m.
Room: 205

Iterative, multigrid and direct solver
algorithms for large sparse linear systems
present different and unique challenges
for scaling to very high core counts.
Krylov methods rely on matrix-vector
products and global reductions. The
number of global reductions can be
reduced, however, maintaining numerical
stability and accuracy is a concern.
Communication avoiding Krylov
algorithms and pipelined variants have
been developed to hide these latencies
and extend strong scaling. For direct
solvers, the introduction of new fill and
load-balancing are important for scaling,
in addition to possible matrix partitioning
and re-ordering techniques. Multigrid
methods, either as a preconditioner or
stand-alone solver, rely on coarse-grid
correction together with relaxation

and some smoothers may not exhibit
sufficient fine-grain parallelism. The
smoother algorithms work local to

a sub-domain and can be a hybrid
combination of Jacobi and Gauss-Seidel.
Asynchronous relaxation schemes are a
more scalable alternative. In addition to
coarse-grain MPI parallelism, fine-grain
thread based parallelism is also possible
but may require different approaches and
trade-offs such as higher iteration counts
for an overall reduction in the time to
solution. We have brought together
experts in each of these areas who have
pioneered new approaches to improving
the parallel scalability of sparse solvers.

Organizer: Katarzyna
Swirydowicz
National Renewable Energy Laboratory, U.S.

Organizer: Stephen Thomas
National Renewable Energy Laboratory, U.S.

continued in next column

9:45-10:05 Asynchronous Multigrid

Methods

Edmond Chow and Jordi Wolfson-Pou,
Georgia Institute of Technology, U.S.

10:10-10:30 Communication-avoiding

and Pipelined Krylov Solvers in Trilinos

Mark Hoemmen, Sandia National
Laboratories, U.S.; Ichitaro Yamazaki,
University of Tennessee, Knoxville,
U.S.; Erik G. Boman, Sandia National
Laboratories, U.S.; Jack J. Dongarra,
University of Tennessee and Oak Ridge
National Laboratory, U.S.

10:35-10:55 Recent Developments in

the Symbolic Phase of Sparse Direct

Methods

Mathias Jacquelin and Esmond G. Ng,
Lawrence Berkeley National Laboratory,
U.S.; Barry Peyton, Dalton State College,
U.S.

11:00-11:20 Low Synchronization

GMRES Algorithms

Stephen Thomas and Katarzyna Swirydowicz,
National Renewable Energy Laboratory,
U.S.; Julien Langou, University of
Colorado, Denver, U.S.; Shreyas Ananthan,
National Renewable Energy Laboratory,
U.S.; Yang Ulrike, Lawrence Livermore
National Laboratory, U.S.

Thursday, February 28

MS260

Applications of Data
Assimilation in Science,
Engineering, and Industry -
Part | of Il

9:45 a.m.-11:25 a.m.

Room: 206A

For Part 2 see MS294
Featured Minisymposium

These days data is generated at
unprecedented levels in Science,
Engineering, and Industry. It is becoming
increasingly important to use this data in
a smart way in order to stay competitive.
In many cases, this may involve
inversion or assimilation of data into a
complex model, for example derived
from physical laws, or it may involve
inversion of data alone, for example

to learn a complex model in a context
where no first principles model exists.
This minisymposium aims to explore
recent novel applications of methodology
and algorithms for data assimilation and
inference in Science, Engineering, and
Industry.

Organizer. Amr EI-Bakry
ExxonMobil Upstream Research Company,
U.S.

Organizer: Kody Law
University of Manchester, United Kingdom

9:45-10:05 Assimilating Data for

Adaptive Multi-modal Sensing in

Nuclear Security

Aaron B. Luttman, National Security
Technologies, LLC, U.S.; Derek
Constantino, Nevada National Security
Site, U.S.; Christopher Stewart and Bethany
Goldblum, University of California,
Berkeley, U.S.; Tori Hoff, Embry-Riddle
Aeronautical University, U.S.; Margaret
Hoeller, Illinois Institute of Technology,
U.S.

10:10-10:30 Multilevel Markov Chain

Monte Carlo Methods for Seismic

Source Inversion

Juan Pablo Madrigal Cianci and Fabio
Nobile, Ecole Polytechnique Fédérale de
Lausanne, Switzerland; Raul F. Tempone,
King Abdullah University of Science &
Technology (KAUST), Saudi Arabia

continued on next page



184

SIAM Conference on Computational Science and Engineering

Thursday, February 28

MS260

Applications of Data
Assimilation in Science,
Engineering, and Industry -
Part | of Il

continued

10:35-10:55 Using Large-eddy

Simulations and Feature-based Data

Assimilation to Estimate Environmental

Variables of Simplified Cloud and Rain

Models

Spencer C. Lunderman, University of Arizona,
U.S.

11:00-11:20 Inverting a Diverse

Set of Spatially Sparse Diagnostic

Measurements to Reconstruct a

Complete 3D Picture of the Plasma

Equilibrium in Fusion Devices

Mark Cianciosa, Oak Ridge National
Laboratory, U.S.; J.D Hanson, Auburn
University, U.S.; E.C. Howell, Tech-X
Corporation, U.S.; S.K. Seal and S.P.
Hirshman, Oak Ridge National Laboratory,
U.S.

Thursday, February 28

MS261

Computational Advances
and Challenges in Data-
enabled Life Sciences

9:45 a.m.-11:25 a.m.
Room: 206B

Life sciences, broadly put, have

been at the center of the recent data
revolution. In particular, the use of
devices connected to the internet
including sensors, on-field cameras,

and personal medical monitors have
become increasingly widespread. The
data collected by such devices in a

wide variety of domains such as crop
sciences and medicine have enabled a
new level of fundamental understanding
and discoveries. Concurrently, the
analysis of large-scale complex datasets
has also emerged to be an active area

of research, spurring new advances in
mathematics and computational sciences.
This minisymposium will bring together
experts and practitioners from three
domains, namely computer scientists,
mathematicians, and biologists,

from both academia and industry,

to discuss the advances, challenges

and opportunities that uniquely arise

at the intersection of computational

and life sciences. In particular, the
minisymposium will provide a platform
to present an overview of the main
research challenges stemming out of
high-throughput data collection in life
sciences, and certain key algorithmic and
mathematical advancements including
in the areas of topological data analysis,
graph and visual analytics, and IoT
tools, which are paving the way for
tackling those research challenges.

The overarching goal is to get the
audience excited about the outstanding
challenges in this domain and engage in
transdisciplinary efforts toward scientific
discovery and advancement.

Organizer: Bala Krishnamoorthy
Washington State University, U.S.
Organizer: Ananth

Kalyanaraman
Washington State University, U.S.

continued in next column

9:45-10:05 Computational Advances

and Challenges in Data-enabled Life

Sciences: An Overview

Ananth Kalyanaraman and Bala
Krishnamoorthy, Washington State
University, U.S.; Patrick Schnable, lowa
State University, U.S.; Eric Lofgren,
Washington State University, U.S.

10:10-10:30 Computational Challenges
and Opportunities in Crop Phenotyping
Patrick Schnable, Iowa State University, U.S.

10:35-10:55 Persistent Homology in

Metagenomics

Laxmi Parida, IBM T.J. Watson Research
Center, U.S.

11:00-11:20 Empowering Farmers with
Affordable Digital Agriculture Solutions
Ranveer Chandra, Microsoft Research, U.S.
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MS262

Modelling with Fractional
PDEs: Statistical and
Numerical Analysis - Part |
of Il

9:45 a.m.-11:25 a.m.

Room: 206C

For Part 2 see MS296

Many nonlocal phenomena can be
effectively modeled with fractional
calculus. Fractional models often require
estimation of orders of fractional integral
and/or differentiation and also require
efficient numerical methods for accurate
solutions. In this minisymposium, we
present various topics in fractional
modeling with PDEs using statistical and
numerical tools.

Organizer: Zhonggiang Zhang

Worcester Polytechnic Institute, U.S.

Organizer: Hong Wang
University of South Carolina, U.S.
9:45-10:05 Lagrangian Solution of
Fractional Advection-dispersion
Equations

Yong Zhang, University of Alabama, U.S

10:10-10:30 Machine Learning of
Linear Fractional Differential Equations
Mamikon Gulian and Maziar Raissi,
Brown University, U.S.; Paris Perdikaris,
University of Pennsylvania, U.S.; George
E. Karniadakis, Brown University, U.S.

10:35-10:55 Hybrid Methods for

Steady Fractional Advection Diffusion

Reaction Equations

Yuchen Dong and Zhongqiang Zhang,
Worcester Polytechnic Institute, U.S.

11:00-11:20 The Variable-order

Fractional Differential Equation Driven

by the White Noise: Mathematical and

Numerical Analysis

Xiangcheng Zhen, University of South
Carolina, U.S.

Thursday, February 28

MS263

Multi-scale Modeling and
Computation of Complex
and Active Fluids - Part | of Il

9:45a.m.-11:25 a.m.

Room: 206D

For Part 2 see MS297

Active suspensions, which can consist
of micro-swimmers, vesicles, filaments,
microtubule-motor networks or other
types of interacting particles immersed
in liquid, can exhibit complex dynamics
and patterns. Capturing the interplays
between the particles and the surrounding
fluid in continuum or agent-based
models presents significant challenges
as hydrodynamic interactions happen on
short and long scales. Added difficulties
arise when such suspensions interact
with boundaries of non-trivial shape.
This minisymposium's goal is to explore
recent advances, especially on the
computational front, on this emerging
and expanding topic.

Organizer: Enkeleida Lushi
New Jersey Institute of Technology, U.S.

9:45-10:05 Torque-dipolar Micro-

swimmers: Modeling, Circling Behavior

and Large-scale Simulations

Enkeleida Lushi, New Jersey Institute of
Technology, U.S.

10:10-10:30 Rigid Particle Brownian

Dynamics without Green's Functions

Brennan Sprinkle, Courant Institute of
Mathematical Sciences, New York
University, U.S.; Amneet P.S. Bhalla, San
Diego State University, U.S.; Aleksandar
Donev, Courant Institute of Mathematical
Sciences, New York University, U.S.;
Neelesh Patankar, Northwestern University,
U.S.

10:35-10:55 Simulating Suspensions of

Passive and Active Filaments

Adam Townsend, Simon Scholler, Timothy
Westwood, and Eric Keaveny, Imperial
College London, United Kingdom

11:00-11:20 Nonequilibrium Dynamics

of Vesicles: Comparison with

Experiments

Afsoun Falavarjani and David Salac, State
University of New York at Buffalo, U.S.

Thursday, February 28

MS264

Exascale Software for High-
order Methods - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 207

For Part 2 see MS298

This minisymposium focuses on
discussing high-order discretization
kernels and lightweight portable libraries
that are critical for performance and
exascale applications. Topics will include
efficient next-generation discretization
algorithm and software of arbitrarily high
order to impact the design of exascale
architectures, system and application
software for improved portability and
performance of the high-order methods.

Organizer: Tzanio Kolev
Lawrence Livermore National Laboratory,
U.S.

9:45-10:05 Efficient Discretizations for

Exascale Applications

Tzanio Kolev, Lawrence Livermore National
Laboratory, U.S.

10:10-10:30 High-performance

Implementation of High-order

Discontinuous Galerkin Methods

Peter Bastian, Universitit Heidelberg,
Germany

10:35-10:55 High-performance Mairix-

free Finite Element Programming with

the DEAL.II Library

Martin Kronbichler, Technische Universitit
Miinchen, Germany

11:00-11:20 From the Variational

Formulation to High Performance

Kernels in NGsolve

Joachim Schoeberl, Technische Universitaet
Wien, Germany
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MS265

Dynamics with Inherent
Noise: Stochastic Modelling
and Simulation - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 401A

For Part 2 see MS299

Inherent noise is ubiquitous in complex
systems such as physics, chemistry,
engineering and system biology.
Numerical simulations based on
stochastic models provide an important
tool to understand the influence of noise
and the dynamic properties of these
systems beyond equilibrium. Synergy

of stochastic modelling and numerical
solutions techniques often leads to

novel ideas and promote applications

of stochastic models and solvers. In

this minisymposium, we focus on both
stochastic modelling and numerical
methods with emphasis on the interaction
of the-state-of-art computational
techniques with applications in
modelling dynamic process of complex
systems. We invite speakers from both
communities and expect them to have
fruitful discussion. The speakers will
address stochastic modelling problems
and numerical techniques to solve
stochastic equations arising in various
applications. Specific topics includes
stochastic dynamics modelled by Markov
processes with applications to biology
and chemical reaction systems, numerical
techniques such as singular perturbation
methods, surrogate model methods, long
time integration of nonlinear SDE, model
reduction methods, etc..

Organizer: Huan Lei
Pacific Northwest National Laboratory, U.S.

Organizer: Zhonggiang Zhang
Worcester Polytechnic Institute, U.S.
9:45-10:05 Minimum Action Method for
Systems with Constant Time Delays

Xiaoliang Wan, Louisiana State University,
U.s.

continued in next column

10:10-10:30 Efficient Numerical

Methods for the Generalized

Langevin Equation

Matthias Sachs, Duke University, U.S.;
Benedict Leimkuhler, University of
Edinburgh, United Kingdom

10:35-10:55 High-order Methods for

Second-order Stochastic Differential

Equations with Rough Noises

Wanrong Cao, Southeast University, China;
Zhongqiang Zhang, Worcester Polytechnic
Institute, U.S.

11:00-11:20 Finite Element Methods for

the Stochastic Cahn-Hilliard Equation

with Gradient-type Noise

Yi Zhang, University of North Carolina at
Greensboro, U.S

Thursday, February 28

MS266

Inverse Problems in Medical
Imaging - Part | of

9:45 a.m.-11:25 a.m.

Room: 401B

For Part 2 see MS300

Image formation is a nonlinear inverse
problem in many emerging medical
imaging modalities. Examples include
electrical impedance tomography,
magnetic particle imaging, photoacoustic
tomography and regularized sparse-data
X-ray tomography. Typically some part
of the imaging process is ill-posed, or
extremely sensitive to modelling errors
and measurement noise. Regularized
nonlinear mathematical reconstruction
algorithms are needed for robust

and reliable imaging. This session
presents results where new nonlinear
mathematical techniques are combined
with machine learning to yield results
with unprecedented image quality.

Organizer: Melody Alsaker
Gonzaga University, U.S.

Organizer: Tatiana A. Bubba
University of Helsinki, Finland

Organizer: Samuli Siltanen
University of Helsinki, Finland

9:45-10:05 Advancements in Spatial
Resolution of D-Bar EIT Reconstructions
for Human Thoracic Imaging

Melody Alsaker, Gonzaga University, U.S.

10:10-10:30 Dynamic Inverse Problems

in Medical Imaging

Christina Brandt, Universitat Hamburg,
Germany

10:35-10:55 Limited Angle

Tomography: Inpanting in Phase

Space by Deep Learning

Tatiana A. Bubba, University of Helsinki,
Finland

11:00-11:20 Learned Model-based

Reconstructions for Accelerated

Limited-view Photoacoustic

Tomography

Andreas Hauptmann, University College
London, United Kingdom
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MS267

Model Reduction and
Reduced-order Modeling of
Dynamical Systems - Part |
of Il

9:45a.m.-11:25 a.m.

Room: 401C

For Part 2 see MS301

Large-scale dynamical systems are

used to describe real-world processes

in almost every area of computational
sciences and engineering, ranging from
structural dynamics to nano-electronics
to fluid dynamics. It is long since known
that in many-query scenarios, where

the same model is to be simulated

for varying control functions, source
terms, and/or parameters, reduced-order
surrogates can be used to significantly
accelerate the engineering design,
control and optimization processes

for the underlying problem. In this
minisymposium, we will investigate

two facets of generating reduced-order
surrogate models: first, using "classical"
model order reduction in order to obtain
a compact representation of a large-scale
model arising, e.g., from a finite element
discretization of an unsteady PDE, and
second, computing a low-dimensional
surrogate from available (experimental
or simulation) data. Ideally, both
approaches are used complementary, and
we hope to bring together researchers
from both sides in order to exchange
ideas for potential hybrid methods using
the best from both worlds!

Organizer. Peter Benner
Max Planck Institute for Dynamics of
Complex Technical Systems, Germany

Organizer: Athanasios C.

Antoulas

Rice University, U.S.

9:45-10:05 System-theoretic Model

Order Reduction for Classes of

Nonlinear Systems

Peter Benner, Max Planck Institute for
Dynamics of Complex Technical Systems,
Germany

continued in next column

10:10-10:30 H-Infinity Balanced
Truncation for Feedback Control of
Flow Problems
Peter Benner, Jan Heiland, and Steffen
W. R. Werner, Max Planck Institute for
Dynamics of Complex Technical Systems,
Germany

10:35-10:55 A New Perspective on

ADI-based Balanced Trunction

Heike Fassbender and Christian Bertram,
Technische Universitaet Braunschweig,
Germany

11:00-11:20 Interpolation-based H»

Optimal Approximation for Quadratic-

bilinear Systems

Xingang Cao, Joseph Maubach, Siep
Weiland, and Wil Schilders, Eindhoven
University of Technology, Netherlands

Thursday, February 28

MS268

Novel Approaches for
Design and Analysis of
Chaotic Dynamical Systems
- Part | of |l

9:45 a.m.-11:25 a.m.

Room: 402A

For Part 2 see MS302

As access to high performance
computational resources increases, the
demand for high-fidelity numerical
simulations will only increase. Many
of these high-fidelity numerical
simulations exhibit chaotic behavior,
including climate models, scale-
resolving computational fluid dynamics
simulations, combustion models, and
even road traffic models. The high
sensitivity to small perturbations and
seemingly random behavior of chaotic
dynamical systems make conventional
design and analysis methods ill-
conditioned or computationally
intractable, especially sensitivity
analysis. This minisymposium will
discuss novel approaches that will
allow mathematicians and engineers

to analyze, design, and control chaotic
dynamical systems. Two classes of
sensitivity analysis approaches for
mean flow quantities will be discussed.
The first class of methods control the
exponential growth of unstable linearized
perturbations and includes least squares
shadowing and space-split sensitivity.
The second class of methods involves
linearizing about the mean flow and
modeling the linearization of the closure
terms. Approaches for predicting
behavior that deviates from the mean,
intermittent and extreme events, will

be also discussed. Computationally
efficient implementations of all of these
algorithms and further strategies to
minimize their costs will be discussed
in the talks as well as how they can
enable gradient-based optimization, error
estimation, and mesh adaptation for
chaotic dynamical systems.

continued on next page
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Novel Approaches for
Design and Analysis of
Chaotic Dynamical Systems
- Part | of li

continued

Organizer: Patrick J. Blonigan
Sandia National Laboratories, U.S.

Organizer: Qigi Wang

Massachusetts Institute of Technology, U.S.

Organizer: Nisha

Chandramoorthy

Massachusetts Institute of Technology, U.S.

9:45-10:05 Adjoint-based Sensitivity

Analysis and Error Estimation for

Scale-resolving Turbulent Flow

Simulations

Patrick J. Blonigan, Sandia National
Laboratories, U.S.

10:10-10:30 Model Reduction and Error

Control in Chaotic Flow Simulations

Yukiko S. Shimizu and Krzysztof Fidkowski,
University of Michigan, U.S.

10:35-10:55 Grid-adaptation for

Chaotic Multi-scale Simulations As a

Verification-driven Inverse Problem

Johan Larsson and Siavash Toosi, University
of Maryland, U.S.

11:00-11:20 Nilsas: Adjoint Sensitivity

Analysis for Chaos via Computing

Adjoint Shadowing Directions

Angxiu Ni, University of California, Berkeley,
uU.S.

Thursday, February 28

MS269

Resilience for Large Scale
CSE Applications - Part | of I

9:45 a.m.-11:25 a.m.

Room: 402B

For Part 2 see MS303

Resilience is an imminent issue for
large scale computing systems and
their applications due to the reliability
concerns that stem from the architectural
complexity to meet the power and
performance requirements together.
Under such unreliable computing
systems, it is essential to introduce
failure mitigations at the runtime and
application layers to compliment the
resilience at the hardware/system
levels. Today, the major resilience
scheme is coordinated checkpoint

and restart (CR) that involves global
coordination of processes and threads.
This global recovery model entails
inherent scalability issues to handle a
large class of errors and failures, and
thus alternative approaches would
improve the scalability and reliability
of computing systems and applications
together. In this minisymposium, we
will discuss the reliability issues of
the large scale computing systems,
application/algorithm based resilience
and programming model support to
enhance the reliability of application
program executions.

Organizer: Keita Teranishi
Sandia National Laboratories, U.S.

Organizer: Luc Giraud
Inria, France

Organizer: Christian
Engelmann

Oak Ridge National Laboratory, U.S.

Organizer: George Bosilca
University of Tennessee, Knoxville, U.S.

continued in next column

9:45-10:05 On Soft Errors in the

Conjugate Gradient: Sensitivity and

Robust Numerical Detection

Emmanuel Agullo, Inria, France; Siegfried
Cools, University of Antwerp, Belgium;
Luc Giraud, Inria, France; Wim Vanroose,
Antwerp University, Belgium; Emrullah
Fatih Yetkin, Kadir Has University, Turkey

10:10-10:30 Correcting Uncorrectable

Data Faults Using Mathematics and

Application Context

Laura Monroe and Nathan A. DeBardeleben,
Los Alamos National Laboratory, U.S.

10:35-10:55 Physics-based Checksums

for Silent-error Detection in PDE Solvers

Maher Salloum, Jackson Mayo, and Rob
Armstrong, Sandia National Laboratories,
U.S.

11:00-11:20 Exascale Resilience

Strategies for Transient Solvers

Chris Cantwell, Imperial College London,
United Kingdom; Allan Nielsen, Ecole
Polytechnique Fédérale de Lausanne,
Switzerland; David Moxey, University of
Exeter, United Kingdom; Jan S. Hesthaven,
Ecole Polytechnique Fédérale de Lausanne,
Switzerland; Spencer Sherwin, Imperial
College London, United Kingdom
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MS270

State-of-the-art high-order
Numerical Methods and
Complex Fluid Simulations -
Part | of Il

9:45a.m.-11:25 a.m.

Room: 402C

For Part 2 see MS304

Simulating compressible flows is
challenging, due to the presence of
discontinuities, e.g. shock and contact
waves, and broad-band continuous flow
scales. High-order and high-resolution
schemes dedicate to resolving smooth
flow scales accurately and to capturing
the discontinuities simultaneously. In
the past decades, many mathematical
concepts, such as the artificial viscosity
scheme, the total variation diminishing
(TVD) scheme, the essentially non-
oscillatory (ENO) scheme and the
weighted essentially non-oscillatory
(WENO) scheme, have been proposed
and widely used in both academic and
engineering simulations, as well as the
compact scheme, flux reconstruction
(FR) scheme, spectral volume/difference
(SV/D) scheme etc. More recently,

the high-order numerical methods pay

a more and more important role in
high-fidelity simulations, e.g. the large
eddy simulations (LES) and the direct
numerical simulations (DNS). This
session focuses on the state-of-the-arts
of high-order numerical methods and
the complex fluid simulations, including
but not limited to turbulence, multiphase
flows, plasma, MHD flows, combustion
etc. We aim to bridging the cutting-edge
applied mathematics and the request of
flow physics simulations.

Organizer: Lin Fu
Technische Universitaet Muenchen, Germany

Organizer: Nikolaus Adams

Technische Universitaet Muenchen, Germany

9:45-10:05 Reviewing of High-

order Teno Schemes for Hyperbolic

Conservation Laws

Lin Fu, Technische Universitaet Muenchen,
Germany

continued in next column

10:10-10:30 High Resolution Schemes

for Shock and Interface Capturing in

Turbulent Flows

Sanjiva Lele, Akshay Subramaniam, and Man
Long Wong, Stanford University, U.S.

10:35-10:55 Compact High-order Gas-

kinetic Schemes for the Compressible

Navier-Stokes Equations

Kun Xu, Hong Kong University of Science
and Technology, Hong Kong

11:00-11:20 A Multi-species, Multi-

fluid Model for Simulating Plasma

Interpenetration

Debojyoti Ghosh, Thomas Chapman, Richard
Berger, and Andris Dimits, Lawrence
Livermore National Laboratory, U.S.; Jeff
Banks, Rensselaer Polytechnic Institute,
U.S.

Thursday, February 28

CP14

Time Integration Methods
9:45 a.m.-10:45 a.m.

Room: 201A

Chair: Hannah Rittich, Forschungszentrum

Jiilich, Germany

9:45-10:00 Padé Time Stepping

Method of Rational Form for PDEs

Said Algarni, King Fahd University of
Petroleum and Minerals, Saudi Arabia

10:05-10:20 Efficient Multistage Time
Integrators for Incompressible Flows
using Projection Methods
Mokbel Karam, University of Utah,
U.S.; Mike Hansen, Sandia National
Laboratories, U.S.; James C. Sutherland
and Tony Saad, University of Utah, U.S.

10:25-10:40 Automatic Construction of

Scalable Time-stepping Methods for

Stiff PDEs

Vivian A. Montiforte and James V. Lambers,
University of Southern Mississippi, U.S.
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CP15

Applications in CSE
9:45 a.m.-11:25 a.m.
Room: 201B

Chair: Charles Puelz, Courant Institute of
Mathematical Sciences, New York University,
U.S.

9:45-10:00 Hyperelastic Immersed

Boundary Finite Element Model of the

Human Heart

Charles Puelz, Courant Institute of
Mathematical Sciences, New York
University, U.S.; Margaret Anne Smith,
Simone Rossi, and Boyce E. Griffith,
University of North Carolina at Chapel
Hill, U.S.

10:05-10:20 Computational Modeling

for Blood Flow Through Stenotic Artery

Abdulsalam G. Ya'u, Abubakar Tafawa
Balewa University Bauchi, Nigeria

10:25-10:40 Reducing Biogeochemical

Models using Computational Singular

Perturbation

Emily F. Klee and Kyle E. Niemeyer, Oregon
State University, U.S.

10:45-11:00 Two-dimensional Local

Fourier Image Reconstruction via

Domain Decomposition Fourier

Continuation Method

Ruonan Shi, Jae Hun Jung, and Ferdinand
Schweser, State University of New York at
Buffalo, U.S.

11:05-11:20 A Comparison of Some
Recently Developed Langevin
Integrators on a Course-grained
Polymer Melt

Joshua Finkelstein, Temple University, U.S.

Thursday, February 28

SP4

James H. Wilkinson Prize

for Numerical Software
Prize Lecture: Solving the
Two Language Problem in
Scientific Computing and
Machine Learning with Julia

11:30 a.m.-12:00 p.m.

Room: Ballroom 100BC
Chair: To Be Determined

Bridging cultures that have often been
distant, Julia combines expertise from
the diverse fields of computer science
and computational science to create a
new approach to numerical computing.
Julia is designed to be easy and fast
and questions notions generally held to
be “laws of nature” by practitioners of
numerical computing: 1. High-level
dynamic programs have to be slow. 2.
One must prototype in one language
and then rewrite in another language
for speed or deployment. 3. There are
parts of a system appropriate for the
programmer, and other parts that are
best left untouched as they have been
built by the experts. We introduce the
Julia programming language and its
design—a dance between specialization
and abstraction. Specialization allows
for custom treatment. Multiple dispatch,
a technique from computer science,
picks the right algorithm for the right
circumstance. Abstraction, which

is what good computation is really
about, recognizes what remains the
same after differences are stripped
away. Abstractions in mathematics

are captured as code through another
technique from computer science,
generic programming. Julia has been
downloaded over 3,000,000 times.

The Julia community has contributed
almost 2,500 Julia packages, while also
building connectivity to C, C++, Fortran,
MPI, Python, R, Java and others. Julia

continued in next column

shows that one can achieve machine
performance without sacrificing human
convenience.

Jeffrey Bezanson
Julia Computing, Inc.,, U.S.
Stefan Karpinski
Julia Computing, Inc.,, U.S.

Viral Shah
Julia Computing, Inc.,, U.S.

Lunch Break
12:00 p.m.-1:00 p.m.

Attendees on their own
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IP7

Physical, Numerical, and
Computational Challenges
in Modelling Oceans for
Climate

1:00 p.m.-1:45 p.m.
Room: Ballroom 100BC

Chair: Jeffrey A. Hittinger, Lawrence
Livermore National Laboratory, U.S.

The world’s oceans play a critical role

in determining the evolution of Earth’s
climate. While changes in surface
climate and weather extremes are
usually presented in the context of the
atmosphere and “weather”, the long time
scales in the climate systems belong

to the ice caps, land, and oceans. In

the ocean, short spatial- and fast time-
scale processes, such as wave breaking
and turbulence, ultimately control the
planetary scale circulation which evolves
and equilibrates over millennia. These
same processes make the oceans an
important part of the climate system at
long time-scales, but computationally
challenging to simulate. Until recently
most ocean climate models were non-
eddy resolving; the dominant modes of
variability, mesoscale eddies - analogous
to weather systems, were not resolved but
parameterized with lower order diffusive
closures. Models from this prior era used
numerical methods and algorithms that
emphasized efficiency over accuracy.
Contemporary computing resources allow
the use of eddy-permitting ocean models
for climate, along with short-duration
eddy-resolving calculations. A 2-D
turbulent eddy cascade introduces new
constraints on ocean models. Modern
computing architectures present new
challenges for simulating the long time-
scales and near adiabatic nature of the
ocean interior. We review innovations in
numerical and computational methods
used in ocean modelling, and examine
some of the unique challenges posed by
the physics of the ocean.

Alistair Adcroft
Princeton University and NOAA-GFDL, U.S.

ju

Coffee Break
1:45 p.m.-2:15 p.m.

Room: Ballroom Foyer

Thursday, February 28

MS271

Theory and Application

of Surrogate Models for
Bayesian Inverse Problems -
Part Il of I

2:15 p.m.-3:55 p.m.
Room: Ballroom 100BC

For Part 1 see MS238

Today the availability of exascale
computing resources enables high-fidelity
simulations of complex processes in
science and engineering. Moreover,

it is becoming standard to include

and quantify uncertainties in these
processes. However, the forward and
inverse uncertainty quantification with
computationally demanding models is still
infeasible in many situations. Expensive
models arise for instance in hydrology,
oncology, and multiphysics simulations
such as fluid structure interaction. In
practice, such models can be replaced
by computationally cheap surrogates
based on full model runs. Surrogates
enable and accelerate uncertainty
quantification. This minisymposium is
dedicated to surrogate modelling for
inverse uncertainty quantification. We
highlight recent theoretical advances
from mathematical and computational
sciences, for example, adaptive strategies
for surrogate construction, surrogate error
analysis, and multifidelity surrogates,
together with results from practical
estimation problems. Surrogate models
include Gaussian processes, sparse grids,
reduced bases, (piecewise) polynomials,
and low-rank tensors.

Organizer: Jonas Latz
Technische Universitit Miinchen, Germany

Organizer: Claudia Schillings

Universitaet Mannheim, Germany

Organizer: Elisabeth Ullmann
Technische Universitit Miinchen, Germany
2:15-2:35 A New Approach for
Bayesian Inversion using Sequential
Piecewise Polynomial Chaos
Expansion
Paul-Remo Wagner, Stefano Marelli, Christos
Lataniotis, and Bruno Sudret, ETH Ziirich,
Switzerland

continued in next column

2:40-3:00 A Bayesian Framework for
Assessing the Strength Distribution of
Composite Structures with Random
Defects
Anne Reinarz, Technische Universitit
Miinchen, Germany; Robert Scheichl,
Universitit Heidelberg, Germany; Tim
J. Dodwell, University of Exeter, United
Kingdom; Linus Seelinger, Universitit
Heidelberg, Germany

3:05-3:25 Uncertainty Quantification of

Global Climate Models Using MCMC

with Gaussian Process Emulators

Emmet Cleary, Tapio Schneider, and Andrew
Stuart, California Institute of Technology,
U.S.

3:30-3:50 Accelerating Physics-

consirained Bayesian Inverse

Problems Using Inaccurate Models

and Data-driven Learning

Maximilian Koschade and Phaedon-Stelios
Koutsourelakis, Technische Universitit
Miinchen, Germany
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MS272

Multiphysics: Extensible,
Composable Algorithms and
Software - Part 1l of Il

2:15 p.m.-3:55 p.m.

Room: Conference Theater

For Part 1 see MS239
Featured Minisymposium

A major thrust for more than two
decades has been the development of
flexible and extensible methodologies for
tackling the most challenging scientific
and engineering problems. These
problems naturally exhibit multiscale
and multiphysics characteristics which
strain algorithmic foundations and
software capabilities, assumptions,

and optimization while targeting
contemporary and emerging hardware.
In this environment, it is not possible
for a single person to understand and
customize components for each class
of target problem, thus algorithmic and
software robustness, composability, and
extensibility is paramount. Training,
automation, and quality control become
increasingly challenging as users and
contributors from diverse backgrounds
attempt to conduct increasingly complex
simulations and analyses. This session
brings together exemplars, promising
techniques, and lessons learned in
developing algorithms, software,

and communities for computational
multiphysics.

Organizer: Paul Bauman
State University of New York at Buffalo, U.S.

2:15-2:35 Efficient Solver Composition

with High-order Methods

Valeria Barra, Jed Brown, and Jeremy
Thompson, University of Colorado
Boulder, U.S.

2:40-3:00 Albany: A Trilinos-based

Multi-physics Partial Differential

Equation Research Tool Created

using the Agile Components Code

Development Strategy

Irina K. Tezaur, Andrew Salinger, Glen
Hansen, and Daniel Ibanez, Sandia
National Laboratories, U.S.

continued in next column

3:05-3:25 Collaborative Multiphysics,

Multiscale Simulation using Moose

Derek R. Gaston, Cody J. Permann, David
Andrs, John Peterson, Andrew Slaughter,
Fande Kong, Robert Carlsen, Alex Lindsay,
Richard Martineau, Brian Alger, and Jason
Miller, Idaho National Laboratory, U.S.

3:30-3:50 Coupled Finite Element/

Boundary Element Methods for Fast

High Intensity Focused Ultrasound

Treatment Modelling

Timo Betcke, University College London,
United Kingdom; Sam Groth and Garth
Wells, University of Cambridge, United
Kingdom

Thursday, February 28

MS273

Boundary Integral Methods
for Particulate Flows - Part Il
of Il

2:15 p.m.-3:30 p.m.
Room: 102A

For Part 1 see MS240

This minisymposium will focus on
recent advances in the development

of integral equation methods for
simulating low-Re viscous flow of
bubbles, drops, vesicles, rigid particles
and other particulate suspensions. The
accurate simulation of such complex
fluid flows is challenging because of
strong nonlinearities, time-dependent
geometries, close interactions, and
multiple length and time scales. Integral
equation methods offer a suitable and
powerful framework able to address
these challenges while providing high-
order accuracy.

Organizer: Lukas Bystricky
Florida State University, U.S.

Organizer: Chiara Sorgentone
KTH Royal Institute of Technology, Sweden

2:15-2:35 Contact-free Simulations of

Rigid Particle Suspensions

Lukas Bystricky and Bryan D. Quaife, Florida
State University, U.S.

2:40-3:00 Accurate Simulation of

Surfactant-covered Droplets in Wall-

confined Two-dimensional Stokes

Flow

Sara Palsson and Anna-Karin Tornberg, KTH
Royal Institute of Technology, Sweden

3:05-3:25 Boundary Integral

Computation via the Polynomial Atlas

Method

William H. Mitchell, Macalester College,
U.S.
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Thursday, February 28

MS274

Industrial Eigensolution
Technology: Advances and
Challenges - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 102B

For Part 1 see MS256

Numerical eigenvalue problems and
eigensolution technology are one of the
centerpiece of industrial scale modeling
and simulations for acoustics and
structural analysis among many others.
Speakers from industry and academic
will present latest advancements in
algorithms, numerical analysis and
industrial strength high-performance
software, and discuss emerging needs
and challenges.

Organizer: Zhaojun Bai
University of California, Davis, U.S.

Organizer: Roger Grimes
Livermore Software Technology
Corporation, U.S.

2:15-2:35 The Accelerated ACMS

(Automated Component Modall

Synthesis) Method: Extracting Parallel

Efficiency through Shared Memory

Processing

David Ehrlich and Peter Schartz, MSC
Software Corporation, U.S.

2:40-3:00 Lanczos Method for

Buckling Eigenvalue Problems of

Singular Pencils

Chao-Ping Lin, University of California,
Davis, U.S.; Huiqing Xie, East China
University of Science and Technology,
China; Zhaojun Bai, University of
California, Davis, U.S.

3:05-3:25 Accelerating Commercial

FEA Software through Advanced

Computational Technologies

Vladimir Belsky, Mintae Kim, and Mikhail
Belyi, Dassault Systémes, U.S.

3:30-3:50 The State-of-the-art of

Solvers for Quadratic Eigenvalue

Problems

Zhaojun Bai, University of California,
Davis, U.S.; Ding Lu, University of
Geneva, Switzerland; Tianyi Lu and
Yangfeng Su, Fudan University, China

Thursday, February 28

MS275

Recent Advances in Models
and Numerical Methods for
Multiphase Problems - Part
Il of I

2:15 p.m.-3:55 p.m.
Room: 102C

For Part 1 see MS242

Multiphase problems arise in a wide
range of computational science and
engineering applications. They are
ubiquitous in the universe. They exist

in material systems consisting of
coexistent, multiple physical phases (gas,
liquid, solid) and/or a single physical
phase but multiple components (i.e., oil/
water, polymer/polymer/solvent). How
to develop the thermodynamically
consistent description of the multiphase
phenomena? How to develop appropriate
numerical strategies and computational
methods to efficiently solve the
multiphase problems are pressing

issues in the research community.

Phase field has emerged as an effective
modeling and computational tool to
deal with multiple phase phenomena
recently. How to exploit the efficiency
of the formulation and computational
flexibility and how to couple this
efficient computational strategy to other
methods for multiphase problems will
be the central theme of the symposium.
In this minisymposium, experts in
modeling and computation are invited to
share their recent advances in studying
multiphase problems and relevant
applications. It serves as a platform

for advancing modeling and numerical
strategies in the related field.

Organizer: Jia Zhao
Utah State University, U.S.

Organizer: Qi Wang

University of South Carolina, U.S. and
Beijing Computational Science Research
Center, China

continued in next column

2:15-2:35 The SAV Approach for
Gradient Flows and Positivity
Preserving Schemes for Poisson-
Nernst-Planck Equations

Jie Shen, Purdue University, U.S.

2:40-3:00 Maximum Principle

Preserving Exponential Time

Differencing Schemes for the Nonlocal

Allen-Cahn Equation

Qiang Du, Columbia University, U.S.; Lili
Ju, University of South Carolina, U.S.;
Xiao Li, Beijing Computational Science
Research Center, China; Zhonghua Qiao,
Hong Kong Polytechnic University, China

3:05-3:25 A Highly-accurate
Numerical Method for the Solution
of the Two-dimensional Allen-Cahn
Equation in Non-convex Polygons
Ping Lin, University of Dundee, United
Kingdom
3:30-3:50 A Time Adaptive Rescaling
Method for Computing Interface
Problems

Shuwang Li, 1llinois Institute of Technology,
U.s.
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MS276

Reduced Order Models for
Fluids: Achievements and
Open Problems - Part Il of I

2:15 p.m.-3:55 p.m.
Room: 102D

For Part 1 see MS243

This minisymposium aims at giving
a survey of recent developments in
the reduced order modeling of fluid
flows. Computational modeling,
numerical analysis, and applications to
realistic engineering and geophysical
flow problems will be covered in this
minisymposium. Both achievements
and open problems in the reduced
order modeling of fluid flows will be
discussed.

Organizer: Traian lliescu
Virginia Tech, U.S.

Organizer. Michael Schneier
University of Pittsburgh, U.S.

2:15-2:35 A Pod Based Atrtificial

Compression Scheme for the

Incompressible Navier-Stokes

Equations

Michael Schneier, University of Pittsburgh,
U.S.; Traian Iliescu, Virginia Tech, U.S.;
William Layton, Victor P. Decaria, and
Michael McLaughlin, University of
Pittsburgh, U.S.

2:40-3:00 Incremental POD Mode

Algorithm for Fluids with Easily

Computable Error Bounds

John Singler, Missouri University of Science
and Technology, U.S.

3:05-3:25 Online Adaptive Basis

Refinement and Compression for

Reduced-order Models

Philip Etter, Stanford University, U.S.; Kevin
T. Carlberg, Sandia National Laboratories,
U.S.

3:30-3:50 A Variational Approach

to Closure of Nonlinear Dynamical

Systems Based on Small-scale

Parameterizations

Honghu Liu, Virginia Tech, U.S.; Mickael
Chekroun and James McWilliams,
University of California, Los Angeles,
U.S.; Shouhong Wang, Indiana University,
u.s.

Thursday, February 28

MS277

Theory and Algorithms for
Improved Performance

of Machine Learning in
Scientific Applications - Part
Il of Il

2:15 p.m.-3:30 p.m.
Room: 111A

For Part 1 see MS244

Machine learning (ML) and artificial
intelligence (AI) have had unprecedented
success in Silicon Valley, and for big
data problems that have emerged in the
last decade. However, the application
of ML to scientific discovery requires
an entirely new focus on algorithmic
development and mathematical rigor,
aimed at producing reliable, confident,
and reproducible results, customized

to specific type (plentiful or sparse)
and form (labeled or unlabeled,

static or online, deterministic or

noisy) of observational data. An
overarching goal of this symposium

is to amalgamate international experts
in numerical analysis, approximation
theory, uncertainty quantification,

and data science, to systematically
investigate: the design of architectures/
models which accurately capture the
complexities of the data, with robust
estimates of confidence in predictions on
defined domains; and fast and scalable
algorithms to fit the proposed models
to data, with a theory that explains

the convergence and success of these
techniques.

Organizer: Guannan Zhang
Oak Ridge National Laboratory, U.S.

Organizer. Clayton G. Webster
University of Tennessee and Oak Ridge
National Laboratory, U.S.

2:15-2:35 Title Not Available

Rich Archibald, Oak Ridge National
Laboratory, U.S.

continued in next column

2:40-3:00 Geometric Insights into

Spectral Clustering by Graph

Laplacian Embeddings

Franca Hoffmann, California Institute of
Technology, U.S.; Nicolas Garcia Trillos,
Brown University, U.S.; Bamdad Hosseini,
California Institute of Technology, U.S.

3:05-3:25 Learning Reduced Order

Model for Fluid Dynamics

Xuping Xie and Guannan Zhang, Oak Ridge
National Laboratory, U.S.; Clayton G.
Webster, University of Tennessee and Oak
Ridge National Laboratory, U.S.
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Thursday, February 28

MS278

Models with Superior
Reasons for Complex Big
Data - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 111B

For Part 1 see MS245

This minisymposium concerns state-
of-the-art theoretical or computational
methods for solving real-world problems
involving complex high-dimensional big-
volume data stemming from heterogenous
sources, such as high-frequency data
from finance, or spatio-temporal sensory
data from mobile connected devices,
semi- or fully autonomous transportation
and emerging Internet-of-Things

(IoT) applications. We are particularly
interested in building highly accurate
learning and prediction models with
excellent decision reasoning: overall
variable importance at the model level
down to personalized reasons at the

data record level, which demonstrates
superior model intelligence and hence
inspires confidence and trust. Enabling
software tools and hardware architecture
will be highlighted and emphasized along
with key development principles. This
minisymposium is partially sponsored by
American Family Insurance and eMALL
10 Ltd.

Organizer: Sou-Cheng T. Choi
Lllinois Institute of Technology, U.S. and
Allstate Insurance Corporation, U.S.

Organizer: Luisa Polania
Target Corporation, U.S.

Organizer: Teja Kanchinadam
American Family Insurance, U.S.

Organizer: Lawrence K. H. Ma
Hong Kong Blockchain Society, Hong Kong

2:15-2:35 Non-IID Model Learning via
Graph Neural Networks
Glenn Fung, American Family Insurance, U.S.

continued in next column

2:40-3:00 Understanding Climate-

vegetation Interactions in Global

Rainforests through a GP Model-tree

Analysis

Anuradha Kodali, Allstate Corporation, U.S.;
Kamalika Das, University of Maryland,
Baltimore County, U.S.

3:05-3:25 Covariant Neural Networks

for Learning Structured Data

Risi Kondor and Brandon Anderson,
University of Chicago, U.S.

3:30-3:50 Contextually-sensitive
Named Entity Disambiguation

Jeonghee Yi, Kyle Yan, Jingfei Du, Javad
Dousti, and Bi Xue, Facebook, Inc., U.S.

Thursday, February 28

MS279

Machine Learning Methods
in Computational Fluid
Dynamics - Part 1l of Il

2:15 p.m.-3:55 p.m.
Room: 111C

For Part 1 see MS246

Machine learning (ML) methods and

in particular deep learning via neural
networks have generated significant
interest in the last years. This interest
reaches beyond the ML community
itself into other fields of science and
engineering. Since these methods can
provide approximations to general
functions by being coaxed to learn
optimally from data without a-priori
assumptions, they are particularly
attractive for the generation of subspace
models. In the area of computational
fluid dynamics, research into how ML
methods can enhance current capabilities
is an active research topic. Deep learning
methods have been shown to provide
accurate shock-capturing sensors,
improve RANS turbulence models,
provide approximate deconvolutions of a
coarse-scale flow fields and reconstruct
the exact LES stresses terms to generate
data-driven closure models. With these
encouraging successes, a number of
questions arise: What did the models
actually learn? How can one incorporate
physical constraints into the learning
process? What is the confidence in the
model predictions? And what are the
limits of ML and can we quantify them?
This symposium invites contributions
that discuss how to enhance CFD
methods by machine learning algorithms.
The generation of subspace models,

e.g. for RANS and LES, is of particular
interest, but the minisymposium is

also open to other topics, e.g. learning
intelligent flow sensors, data compression
and feature extraction, implementation
examples etc.

continued on next page
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MS279

Machine Learning Methods
in Computational Fluid
Dynamics - Part 1l of Il

continued

Organizer: Andrea D. Beck
Universitdat Stuttgart, Germany

Organizer: Romit Maulik
Oklahoma State University, U.S.

Organizer: Omer San
Oklahoma State University, U.S.

2:15-2:35 Machine Learning Algorithms

for Explicit Algebraic RANS Turbulent

Closures: A Galilean Invariant

Approach

Corrado Sotgiu and Bernhard Weigand,
University of Stuttgart, Germany

2:40-3:00 Controlling Oscillations in

High-order Accurate Methods Through

Artificial Neural Networks

Jan S. Hesthaven, Niccolo Discacciati, and
Deep Ray, Ecole Polytechnique Fédérale de
Lausanne, Switzerland; Jian Yu, Beihang
University, China

3:05-3:25 Data-driven Discovery of

Governing Physical Laws and Their

Parametric Dependencies

J. Nathan Kutz, Samuel Rudy, and Steven
Brunton, University of Washington, U.S.

3:30-3:50 Exploiting Sparsity for

Modeling and Control of Dynamical

Systems

Eurika Kaiser, Steven Brunton, and J. Nathan
Kutz, University of Washington, U.S.;
Bernd Noack, Technische Universitt
Braunschweig, Germany; Andreas Spohn,
ENSMA, France

Thursday, February 28

MS280

Recent Advances in PDE-
constrained Optimization
under Uncertainty- Part Il of
|

2:15 p.m.-3:55 p.m.
Room: 300A

For Part 1 see MS247

Over the past two decades, significant
strides have been made in theory and
algorithms for optimization of systems
governed by PDEs. These advances

in PDE-constrained optimization

have enabled many applications

of optimal design and control to
complex deterministic systems in
computational science and engineering.
A major remaining challenge for PDE-
constrained optimization is accounting
for uncertainty in the PDE models.
Many PDE models are characterized
by uncertain parameters due to lack of
knowledge or intrinsic variability of the
inputs, including initial or boundary
conditions, sources, coefficients, or
geometry. It is important to incorporate
this uncertainty in the optimization
problem to make the optimal solution
more robust and reliable. Indeed,
recent years have witnessed rapid
growth in research on PDE-constrained
optimization under uncertainty. In this
minisymposium, leading experts will
present their work on advances in the
development, analysis, and application
of methods for PDE-constrained
optimization under uncertainty. In
particular, the following themes will

be emphasized: (1) development and
analysis of scalable algorithms to solve
optimization problems under high- or
infinite-dimensional uncertainty; (2)
investigation of different risk measures
and constraints; (3) application to
problems governed by more challenging
models, including multiphysics,
multiscale, and fractional PDE problems.

Organizer: Peng Chen

University of Texas at Austin, U.S.

continued in next column

2:15-2:35 Efficient PDE-constrained

Optimization under Uncertainty using

Adaptive Model Reduction and Sparse

Grids

Matthew J. Zahr, University of California,
Berkeley and Lawrence Berkeley National
Laboratory, U.S.

2:40-3:00 An Adaptive Sample-based

Approximation Approach for Stochastic

Inverse Problems

Zilong Zou, Duke University, U.S.; Harbir
Antil, George Mason University, U.S.;
Sayan Mukherjee and Wilkins Aquino, Duke
University, U.S.

3:05-3:25 Stochastic Approximation

Techniques for PDE Constrained Optimal

Control Problem under Uncertainty.

Matthieu Martin and Fabio Nobile, Ecole
Polytechnique Fédérale de Lausanne,
Switzerland

3:30-3:50 Large-scale Optimization in

Deep Learning for PDE Representation

Tom O'Leary-Roseberry, Joshua Chen, and
Peng Chen, University of Texas at Austin,
U.S.; Umberto Villa, Washington University,
St. Louis, U.S.; Omar Ghattas, University of
Texas at Austin, U.S.
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Thursday, February 28

MS281

High Performance Sparse
Matrix, Tensor, and Graph
Kernels - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 300B

For Part 1 see MS248

High performance computational
kernels are critical to various real-
world applications, such as scientific
computing, machine learning, social
networks, and healthcare analytics,

to name a few. Data from many
applications are sparse, which means
most of the entries are meaningless or
missing values, represented as zeros. In
this proposed minisymposium, we will
discuss state-of-the-art studies of sparse
computational kernels in sparse matrix,
sparse tensor, and graph problems.

We will discuss their interactions,
challenges, solutions, and future
directions. Our topics cover these sparse
kernels from different views: sparse
kernels as benchmarks to compare
different computer architectures, new
sparse data structures and optimization
methods for these algorithms, and

the applications of these kernels. Our
topics also cover the optimization
techniques from different domains:
algorithms, compilers, runtime systems,
and computer architectures. We expect
this minisymposium will explore high-
performance sparse algorithms and their
interactions among different kernels.

Organizer: Xu Liu
College of William & Mary, U.S.

Organizer: Jigjia Li

Pacific Northwest National Laboratory, U.S.

2:15-2:35 Communication-avoiding

Sparse Maitrix Algorithms for Large

Graph and Machine Learning

Problems

Aydin Buluc, Lawrence Berkeley National
Laboratory, U.S.

continued in next column

2:40-3:00 SPARTan: Scalable
PARAFAC?2 for Large and Sparse Data

loakeim Perros, Georgia Institute of
Technology, U.S.; Evangelos Papalexakis,
University of California, Riverside, U.S.;
Fei Wang, Cornell University, U.S.; Rich
Vuduc, Georgia Institute of Technology,
U.S.; Elizabeth Searles, Children’s
Healthcare of Atlanta, U.S.; Michael
Thompson, Unaffiliated; Jimeng Sun,
Georgia Institute of Technology, U.S.

3:05-3:25 S-BLAS: Designing Highly

Scalable Sparse-BLAS Kernels for

Complex Modern HPC Architectures

Shuaiwen Song, Pacific Northwest National
Laboratory, U.S.; Jieyang Chen, University
of California, Riverside, U.S.

3:30-3:50 Sparse Tensor Algebra and

its Relations to Matrix and Graph

Problems

Jiajia Li, Pacific Northwest National
Laboratory, U.S.; Jimeng Sun and Richard
Vuduc, Georgia Institute of Technology,
u.s.

Thursday, February 28

MS282

Tensor Based Methods in
Scientific Computing and
Data Science - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 300C

For Part 1 see MS249

Tensor-based methods are becoming
increasingly important because of their
ability to extract and exploit inherent
multidimensional structure. However,
several computational challenges
persist that prevent the use of tensor
decompositions for large-scale problems.
This minisymposium explores advances
in numerical methods and applications
involving tensor decompositions in
scientific computing and data sciences.

Organizer: Arvind Saibaba
North Carolina State University, U.S.

Organizer: Misha E. Kilmer

Tufts University, U.S.

2:15-2:35 Parallel Algorithms for Multiple
Tensor-times-matrix Computation

Grey Ballard, Wake Forest University, U.S.

2:40-3:00 Randomized Pass-efficient

Algorithms for Tucker Decompositions

Rachel Minster and Arvind Saibaba, North
Carolina State University, U.S.

3:05-3:25 Tensor-tensor Products

for Optimal Representation and

Compression of Snapshot Data

Misha E. Kilmer, Tufts University, U.S.;
Lior Horesh, IBM Research, U.S.; Haim
Avron, Tel Aviv University, Israel; Elizabeth
Newman, Tufts University, U.S.

3:30-3:50 Spacey Random Walks and

Closely Related Tensor Eigenvector

Problems for Data Analysis

David F. Gleich, Purdue University, U.S.;
Austin Benson, Cornell University, U.S.
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MS283

BE: Advances in
Computational Drug
Discovery - Part Il of Il

2:15 p.m.-3:30 p.m.
Room: 302A

For Part 1 see MS250

Drug discovery and development
continues to be an expensive, lengthy,
and sometimes fatal process. With

the large chemical space of potential
drugs and the number of proteins

and observable genetic variation of
these proteins, an experimental and
clinical understanding of all potential
interactions is not feasible, making
accurate computational studies extremely
relevant and important. The massive
computational power of leadership class
computing and advances in machine
learning provide exciting opportunities
to overcome hurdles in drug discovery
and development. Drugs are known

to be promiscuous; they interact with
more than one protein. Some estimates
predict that every protein interacts

with tens to hundreds of different
known drugs. Accurate predictions

of how drugs interact with the entire
proteome would establish computational
polypharmacological networks. These
networks would provide insight on drug
repurposing, side-effect prediction, and
the development of more efficacious
drugs. This session focuses on combining
traditional biomolecular simulations
with biomedical big data sources

using machine learning techniques to
improve drug binding predictions to
enable the development of accurate
polypharmacological networks.

Organizer: Sally R. Ellingson
University of Kentucky, U.S.

2:15-2:35 An Open Access Platform
Empowering Research, Education,

and the Crowdsourced Discovery of
Medicine

Benjamin Samudio, Sierra College, U.S.

continued in next column

2:40-3:00 The Abstraction of 3-D

Biomolecular Structure and Property

Data for the Training of OpeNNdd

Models

Bryce Kroencke, University of California,
Davis, U.S.

3:05-3:25 The Development and
Validation of OpeNNdd Network
Architecture

Nicholas Pavini, American River College, U.S.

Thursday, February 28

MS284

Algorithms and Software
for Nonlinear Eigenvalue
Problems - Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 302B

For Part 1 see MS251

Eigenvalue problems arise in many
fields of science and engineering

and their mathematical properties

and numerical solution methods for
standard, linear eigenvalue problems
are well understood. Recently, due

to breakthrough applications, e.g.,
electronic structure calculations for

2D materials, we observe emerging
challenges in the nonlinear eigenvalue
problems (NLEVPs) $T(\lambda)
x=0$, which exhibits nonlinearity in
the eigenvalue parameter. Although, the
nonlinear eigenvalue problems received
a lot of attention from the numerical
linear algebra community during the last
decade, the majority of the work has
been focused on polynomial eigenvalue
problems. The minisymposium will
provide a forum for discussing the
novel algorithmic contributions and
latest software developments for the
general nonlinear eigenvalue problems
involving nonlinear functions such as
exponential, rational, and irrational ones.
Presentations will focus on Newton-
based techniques, Krylov subspace
methods applied to linearizations, and
contour integration and rational filtering
methods and their role in large-scale
science and engineering simulations.

Organizer: Roel Van Beeumen
Lawrence Berkeley National Laboratory,
U.S.

Organizer: Agnieszka Miedlar
University of Kansas, U.S.

2:15-2:35 Nonlinear Eigenvalue
Localization for Damping Bounds
David S. Bindel, Cornell University, U.S.

continued on next page
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2:40-3:00 Reliable Computation of

Certain Exterior Eigenvalues of Large

Polynomial Eigenproblems

Fei Xue, Clemson University, U.S.; Roel Van
Beeumen, Lawrence Berkeley National
Laboratory, U.S.

3:05-3:25 Automatic Rational
Approximation and Linearization for
Nonlinear Eigenvalue Problems

Javier Perez-Alvaro, University of Montana,
U.S.

3:30-3:50 The Nonlinear FEAST
Algorithm

Agnieszka Miedlar, University of Kansas, U.S.

Thursday, February 28

MS285

Preconditioning for High-
order Matrix-free PDE
Operators - Part 1l of Il

2:15 p.m.-3:30 p.m.
Room: 303A

For Part 1 see MS252

This minisymposium explores various
approaches to preconditioning operators
when no explicit matrix representation
is easily available. An ongoing move

in high-performance computing toward
next-generation high-concurrency
hardware makes the higher arithmetic
intensity of high polynomial order
discretizations much more attractive,
but explicit matrix assembly and
application of such high-order operators
rapidly becomes a performance
bottleneck. A partial solution to this
issue is representing the operator in

an unassembled or matrix-free setting,
taking advantage for example of tensor
representations of a finite element basis.
In the unassembled setting, however, it
is not at all clear how to precondition
the operator, especially in situations
where a geometric mesh hierarchy is
not available. In this minisymposium,
we consider approaches such as
preconditioning a high-order method
with a lower-order method, unassembled
algebraic multigrid preconditioners, and
related preconditioning methods.

Organizer: Andrew T. Barker
Lawrence Livermore National Laboratory,
U.S.

Organizer: Per-Olof Persson
University of California, Berkeley, U.S.

2:15-2:35 BDDC Preconditioners for

Matrix-free Higher-order Methods

Clark R. Dohrmann, Sandia National
Laboratories, U.S.; Stefano Zampini,
King Abdullah University of Science &
Technology (KAUST), Saudi Arabia

2:40-3:00 Matrix-free Algebraic

Multigrid Preconditioners

Bruno Turcksin, Wayne Joubert, Andrey
Prokopenko, and Damien Lebrun-Grandie,
Oak Ridge National Laboratory, U.S.

3:05-3:25 Uniform Preconditioner

for the Mass Matrix for Hp-Fem on

Triangles

Mark Ainsworth and Shuai Jiang, Brown
University, U.S.

Thursday, February 28

MS286

Mitigating Communication
Costs Using Variable
Precision Computing
Techniques - Part 1l of Il

2:15 p.m.-3:55 p.m.
Room: 303B

For Part 1 see MS253

Communication costs, including global
data movement between processors and
local movement within a processor, are
becoming significantly more expensive
compared to arithmetic operations. It

is now of high importance to develop
algorithms with communications costs

in mind. Traditionally, to guard against
floating-point round off errors, we

store data in a 64-bit double precision
representation even when very few
significant digits are needed. However,
many scientific simulations have
traditional error polluting the 64-bit
representation - truncation error, iteration
error, and floating-point round off error.
Consequently, since many of the bits
represent error, we are wasting valuable
resources. Thus, a simple way to reduce
communication costs is to reduce the size
of the data; either using fewer bits, i.e.,
in a lower precision, or by using a lossy
compression algorithm. Mixed-precision
or lower precision algorithms have had

a renewed interest not only to mitigate
communication costs, but due to the fact
that GPU’s can perform half precision
arithmetic approximately 16 times as fast
as double precision arithmetic. In the past
few years, lossy compression algorithms
have been specifically designed for
scientific data, sacrificing a small amount
precision and additional computations
for reduced bandwidth. To this end,

this minisymposium will highlight
recent algorithmic advances in variable
precision computing.

Organizer: Alyson Fox
Lawrence Livermore National Laboratory,
U.S.

continued on next page
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MS286

Mitigating Communication
Costs Using Variable
Precision Computing
Techniques - Part 1l of Il

continued

Organizer: Jeffrey A. Hittinger
Lawrence Livermore National Laboratory,
U.S.

Organizer: James D.

Diffenderfer
University of Florida, U.S.

2:15-2:35 Exploiting Half Precision

Arithmetic in Solving $Ax = b$

Nicholas J. Higham, Srikara Pranesh,
and Mawussi Zounon, University of
Manchester, United Kingdom

2:40-3:00 Simulated Half-precision

Implementation of Blocked @R

Factorization and Graph Clustering

Applications

Lucia Yang, University of Colorado Boulder,
U.S.; Geoff Sanders, Lawrence Livermore
National Laboratory, U.S.

3:05-3:25 Experiments with Mixed

Precision Algorithms in Linear Algebra

Jack J. Dongarra, University of Tennessee
and Oak Ridge National Laboratory, U.S.

3:30-3:50 Nonlinear Error Transport for

Parabolic Problems in Mixed Precision

Dylan M. Copeland and Daniel Osei-Kuftuor,
Lawrence Livermore National Laboratory,
U.S.

Thursday, February 28

MS287

Advances in Rare Event
Simulation for Complex
Dynamical Systems - Part |
of Il

2:15 p.m.-3:55 p.m.
Room: 201B

For Part 2 see MS320

The study of rare events in dynamical
systems is essential for a wide range of
applications including the robust design
of engineering systems, the prediction
of extreme weather events, and the

study of economic catastrophes. Over
the last twenty years, different research
communities have developed a variety
of tools for studying rare events in
dynamical systems. In these sessions, we
showcase tools adapted from sampling,
dynamical systems, and statistics
including subset simulation, importance
sampling, particle splitting, information
theoretic bounds, and large deviations.
These talks will show applications of
these tools in fluid dynamics, aerospace
systems, chemistry, atmospheric
modeling, finance, and electrical systems.
We will also explore common themes and
challenges across these approaches.

Organizer: Benjomin J. Zhang
Massachusetts Institute of Technology, U.S.

Organizer: Tuhin Sahai
United Technologies Research Center, U.S.

2:15-2:35 A Generalized Theory of

Rare Event Simulation for Stochastic

Differential Equations

Benjamin J. Zhang, Massachusetts Institute
of Technology, U.S.; Tuhin Sahai, United
Technologies Research Center, U.S.;
Youssef M. Marzouk, Massachusetts
Institute of Technology, U.S.

2:40-3:00 Are Extreme Dissipation

Events Predictable in Turbulent Fluid

Flows?

Patrick J. Blonigan, Sandia National
Laboratories, U.S.; Mohammad Farazmand
and Themistoklis Sapsis, Massachusetts
Institute of Technology, U.S.

continued in next column

3:05-3:25 Importance Sampling for

Slow-fast Diffusions Based on Moderate

Deviations

Konstantinos Spiliopoulos, Boston University,
U.S.

3:30-3:50 Simplified Gentlest Ascent

Dynamics for Saddle Point with

Application to Allen-Cahn in Presence

of Shear

Xiang Zhou and Shuting Gu, City University
of Hong Kong, Hong Kong
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MS288

Mori-Zwanzig Formulation,
Implementation and
Applications - Part 1l of Il

2:15 p.m.-3:55 p.m.
Room: 201C

For Part 1 see MS254

The Mori-Zwanzig formalism allows
reducing the number of variables in
large systems of coupled equations.
For differential equations, the reduced
equations model the effect of the
unresolved variables, leading to a
Markovian, memory and fluctuating
terms. This formalism can be a starting
point for multiscale and meso-scale
modeling, based on first-principles
calculations. It can also be used to
derive popular reduced order models as
appropriate limiting cases. In addition
to formulating better reduced models,
there is a growing need for efficient
simulation of those reduced models. The
minisymposium will address the related
mathematical and numerical issues as
well as applications to materials, fluid
mechanics, soft matter, biology and
uncertainty quantification.

Organizer: Xiantao Li
Pennsylvania State University, U.S.

Organizer. Panos Stinis
Pacific Northwest National Laboratory, U.S.

Organizer: Daniele Venturi
University of California, Santa Cruz, U.S.

Organizer: Karthik Duraisamy
University of Michigan, Ann Arbor, U.S.
2:15-2:35 On the Estimation of the
Mori-Zwanzig Memory Integral

Yuanran Zhu, University of California, Santa
Cruz, U.S.

2:40-3:00 Mori-Zwanzig Formalism and

Discrete-time Modeling of Chaotic

Dynamics

Kevin K. Lin, University of Arizona, U.S.;
Fei Lu, Johns Hopkins University, U.S.;
Alexandre Chorin, University of California,
Berkeley, U.S.

continued in next column

3:05-3:25 Renormalized Reduced

Order Models for Long Term Prediction

Jacob Price, University of Puget Sound, U.S.;
Panos Stinis, Pacific Northwest National
Laboratory, U.S.

3:30-3:50 Coarse-grained Modeling of

Polymers in Solvent Via Mori-Zwanzig

Formalism

Wenxiao Pan and Shu Wang, University of
Wisconsin, Madison, U.S.

Thursday, February 28

MS289

Underwater Sensing and
Signal Processing - Part Il of
|

2:15 p.m.-3:55 p.m.
Room: 202A

For Part 1 see MS255

The earth’s vast oceans are largely
unexplored, but at the same time are
of great importance for economic,
ecological and military objectives.
Advances in sensing technology (e.g.
vector sensors), platform capabilities
(e.g. Unmanned Underwater Vehicles)
and computational resources create an
exciting environment for new signal
processing algorithms and sensing
opportunities. Many of the problems
involve computational challenges such
as prediction of long-range acoustic
propagation through a changing,
multiple-scale environment, and
simultaneous processing of data from
hundreds or thousands of sensors. This
minisymposium will identify current
directions of research and methods being
developed to solve problems, including
their advantages and shortcomings.

Organizer. Margaret Cheney
Colorado State University, U.S.

Organizer: Kevin P. Bongiovanni
Raytheon BBN Technologies, U.S.

Organizer: Ivars Kirsteins

Naval Undersea Warfare Center, U.S.
2:15-2:35 Multistatic Localization with
Uncertain Data Association

Jamie Irza, Raytheon Company, U.S.
2:40-3:00 Identifying Acoustic
Scattering Mechanisms for Tilted Solid

Cylinders in Water by Comparing Ray
Theory with Multi-domain Processing

Timothy Daniel and Philip Marston,
Washington State University, U.S.

continued on next page
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Underwater Sensing and
Signal Processing - Part Il of
!

confinued

3:05-3:25 Modeling the Acoustic

Response of Elastic Targets in a

Layered Medium Using the Coupled

Finite Element/Boundary Element

Method

Ahmad Abawi, HLS Research, U.S.; Petr
Krysl, University of California, San Diego,
U.S.

3:30-3:50 Improving Sonar Training

Systems using WaveQ3D

Sean Reilly, Raytheon BBN Technologies,
U.s.

Thursday, February 28

MS290

Scalable Solvers for the
Helmholtz Problem - Part |
of ll

2:15 p.m.-3:55 p.m.
Room: 202B

For Part 2 see MS322

Many wave phenomena can be
described by the Helmholtz equation in
the frequency domain approach. After
discretization large linear systems have
to be solved. To maintain a certain
accuracy, the discretization relies on the
number of grid points per wavelength,
which should be as high as possible.
Increasing the wavenumber, therefore
leads to very large linear systems. Most
solvers which are available have the
property that the number of iterations
increases at least linearly with the wave
number. Only recently, various methods
become available where the number

of iterations is independent of the size
of the wave number, and the work per
iteration is approximately constant,
so-called scalable methods. In this
minisymposium various methods will
be presented which are scalable when
certain conditions are satisfied. Typical
applications of these solvers are medical
imaging, seismics, sonar etc.

Organizer: Kees Vuik
Delft University of Technology, Netherlands

Organizer: Reinhard Nabben
Institut fiir Mathematik, Germany

2:15-2:35 Field-of-values Analysis

of a Two-level Shifted Laplace

Preconditioner for Finite Element

Helmholtz Problems

Luis Garcia Ramos, Technische Universitaet
Berlin, Germany; Reinhard Nabben,
Institut fiir Mathematik, Germany

2:40-3:00 Scalable Convergence

using Deflation Preconditioning for

the Helmholtz Equation

Vandana Dwarka, Delft University of
Technology, Netherlands

continued in next column

3:05-3:25 A Hybrid Domain

Decomposition and Shifted Laplacian

Multigrid Preconditioner for the Elastic

Helmholtz Equation

Eran Treister, Ben Gurion University Negev,
Israel

3:30-3:50 Fast Contour Integral

Preconditioner for Solving 3D High-

frequency Helmholtz Equations

Yuanzhe Xi, Emory University, U.S.; Xiao
Liu, Rice University, U.S.; Yousef Saad,
University of Minnesota, U.S.; Maarten de
Hoop, Rice University, U.S.
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MS291

Towards Digital Twins for
Industrial Applications - Part
Hofll

2:15 p.m.-3:55 p.m.
Room: 202C

For Part 1 see MS257

The future development of industry

and society exhibits strongly increasing
complexity, at the same time ever-shorter
innovation cycles. In addition, digitisation
and the internet of things have led to

an explosion of data and information.
Without novel computational tools

and paradigms we will not be able to
manage these challenges. For almost all
domains of science and engineering and
in most industrial sectors, a multitude of
commercial and open source software for
modelling, simulation and optimization
(MSO) based on mathematical models is
available. At the same time increasingly
large amounts of process and product
data are available and strong artificial
intelligence solutions have been
developed to exploit these. All this is
fostered by computers becoming more
and more powerful. These developments
lead to the vision that holistic approaches
can be achieved that combine all these
developments. A complete industrial
product or process in its whole life

cycle can be accompanied by a virtual
representation, often called digital

twin that allows design optimization,
process control, lifecycle management,
predictive maintenance, risk analysis

and many other features. Digital twins
are so important to business today, that
they were named one of Gartner’s Top

10 Strategic Technology Trends for 2017.
They are becoming a business imperative,
covering the entire lifecycle of an asset
or process and forming the foundation for
connected products and services.

Organizer: Wil Schilders
Eindhoven University of Technology,
Netherlands

continued in next column

2:15-2:35 Towards Digital Twins for the

Distribution Management in Energy

Transport Networks

Caren Tischendorf, Humboldt University
Berlin, Germany

2:40-3:00 HPC Oriented Cloud

Infrastructure for Digital Twins

Zoltan Horvath, Tamds Budai, and Akos
Kovics, Széchenyi Istvan University, Gyor,
Hungary

3:05-3:25 What Could Be Digital Twins

for the Insurance Industry? Example of

the Sensibility Analysis of the Solvency

Capital Requirement

Veronique Maume-Deschamps and Kevin
Elie dit Cosaque, University of Lyon 1,
France

3:30-3:50 Towards Digital Tokamaks
Barry Koren, Eindhoven University of
Technology, Netherlands

Thursday, February 28

MS292

Showcase of Research
Supported by the DOE
Computational Science
Graduate Fellowship - Part Il
of Il

2:15 p.m.-3:55 p.m.
Room: 203

For Part 1 see MS258

Since 1991 the DOE computational
science graduate fellowship (CSGF)
program has supported the training of
exceptional researchers across a range
of science and engineering fields. In
this minisymposium, CSGF fellows
and alumni present their latest research
accomplishments. The sessions will cover
a wide range of computational science
application areas.

Organizer: David |. Ketcheson
King Abdullah University of Science &
Technology (KAUST), Saudi Arabia

Organizer: Mayya Tokman

University of California, Merced, U.S.

2:15-2:35 Communication-avoiding

Distributed-memory Algorithms for QR

Factorization

Edward Hutter, University of Illinois, Urbana-
Champaign, U.S.

2:40-3:00 Designing HPC Applications

for Exascale Supercomputers and

Beyond

Jeff R. Hammond, Intel Corporation, U.S.

3:05-3:25 Computer Security: The

Science of the Impossible

Brent Kirkpatrick, Intrepid Net Computing,
U.S.

3:30-3:50 Controlled Experimentation

at Scale

Jordan Atlas, Microsoft Corporation, U.S.
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MS293

Partitioned and Adaptive
Methods for Initial Value
Problems - Part | of Il

2:15 p.m.-3:55 p.m.
Room: 205

For Part 2 see MS325

Numerical methods for initial value
problems often adapt or partition

the method to suit the problem. For
differential equations that have a
separation into stiff and nonstiff terms,
methods such as implicit-explicit
methods and integrating factor methods
exploit this structure by partitioning the
method based on the structure of the
differential equation. These methods
allow larger stable time-steps than
standard explicit methods at a smaller
computational cost than traditional
fully implicit methods. The analysis
and efficient implementation of these
methods requires careful treatment of
the adaptivity or partitioning along
with accuracy and stability. This
minisymposium brings together
speakers working on the application and
analysis of and partitioned methods for
initial value problems.

Organizer: Andrew J. Steyer

Sandia National Laboratories, U.S.

Organizer: Sidafa Conde
Sandia National Laboratories, U.S.

2:15-2:35 A Family of Second

and Third Order Implicit-explicit

Runge-Kutta Methods for Stiff Time-

dependent Partial Differential

Equations

Andrew J. Steyer, Sandia National
Laboratories, U.S.; Christopher J. Vogl,
Lawrence Livermore National Laboratory,
U.S.; Mark A. Taylor and Oksana Guba,
Sandia National Laboratories, U.S.

2:40-3:00 On the Development

and Implementation of Optimized,

High-order Time Integrators for Multi-

physics Problems

Daniel R. Reynolds, Southern Methodist
University, U.S.; David J. Gardner,
Lawrence Livermore National Laboratory,
U.S.

continued in next column

3:05-3:25 Devising Unconditionally

Stable Multistep ImEx Schemes that

Avoid Stiff Nonlinear Implicit Terms

David Shirokoff, New Jersey Institute of
Technology, U.S.; Benjamin Seibold,
Temple University, U.S.; Dong Zhou,
California State University, Los Angeles,
U.S.

3:30-3:50 Adaptive Krylov Based Time
Integration Methods
Paul Tranquilli, Virginia Tech, U.S.

Thursday, February 28

MS294

Applications of Data
Assimilation in Science,
Engineering, and Industry -
Part Il of Il

2:15 p.m.-3:55 p.m.
Room: 206A

For Part 1 see MS260
Featured Minisymposium

These days data is generated at
unprecedented levels in Science,
Engineering, and Industry. It is becoming
increasingly important to use this data in
a smart way in order to stay competitive.
In many cases, this may involve
inversion or assimilation of data into a
complex model, for example derived
from physical laws, or it may involve
inversion of data alone, for example

to learn a complex model in a context
where no first principles model exists.
This minisymposium aims to explore
recent novel applications of methodology
and algorithms for data assimilation and
inference in Science, Engineering, and
Industry.

Organizer: Amr EI-Bakry
ExxonMobil Upstream Research Company,
U.S.

Organizer: Kody Law

University of Manchester, United Kingdom

2:15-2:35 Big Data-based Analytics

for Supercomputer Logs: Architecture

and Application

Byung Hoon Park, Oak Ridge National
Laboratory, U.S.

2:40-3:00 Multilevel Computational

Design and Analysis of Logistics

Networks

Quan Long, Nai-Yuan Chiang, Thomas
A. Frewen, and Yiqing Lin, United
Technologies Research Center, U.S.

continued on next page
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3:05-3:25 Multilevel Ensemble Kalman

Filter

Haakon Hoel and Raul F. Tempone, King
Abdullah University of Science &
Technology (KAUST), Saudi Arabia;
Kody Law, University of Manchester,
United Kingdom; Fabio Nobile, Ecole
Polytechnique Fédérale de Lausanne,
Switzerland; Alexey Chernov, Carl von
Ossietzky Universitaet Oldenburg, Germany

3:30-3:50 High-dimensional Bayesian

Inversion with Generative and

Invertible Neural Networks

Yinhao Zhu and Nicholas Zabaras, University
of Notre Dame, U.S.

Thursday, February 28

MS295

Statistical Applications of
Continuous and Discrete
Transport - Part | of I

2:15 p.m.-3:55 p.m.
Room: 206B

For Part 2 see MS327

Transport between probability measures
offers a rich toolbox of approaches

for sampling and inference, and for
comparing both discrete and continuous
distributions. Deterministic couplings
between probability measures can be
induced by transport maps that minimize
certain cost functionals; more generally,
one may derive many tools and insights
from the construction of optimal
transport plans. Recent theoretical and
computational advances in this area
have enabled the solution to ubiquitous
statistical problems, including density
estimation, variational Bayesian inference
(parametric and nonparametric),
inference with intractable likelihoods,

as well as nonlinear filtering and
smoothing. Despite these successes,
efficiently solving such problems
remains challenging, especially in high
dimensions with strongly non-Gaussian
distributions, or when only limited
information or few samples are available.
This minisymposium will explore new
algorithms and methodologies for
computing and employing transport in
the context of statistics and machine
learning.

Organizer: Ricardo Baptista
Massachusetts Institute of Technology, U.S.

Organizer: Daniele Bigoni
Massachusetts Institute of Technology, U.S.

Organizer: Matthew Parno

US Army Corps of Engineers, U.S.

2:15-2:35 Layered Transport Maps for

Conditional Sampling

Matthew Parno, US Army Corps of
Engineers, U.S.

continued in next column

2:40-3:00 Scable Learning and
Inference with Optimal Transport and
Stein’s Method
Qiang Liu, University of Texas at Austin,
U.S.; Jian Peng, University of Illinois
at Urbana-Champaign, U.S.; Jason Lee,
University of Southern California, U.S.

3:05-3:25 Transport Maps and Outer

Probability Measures for Bayesian

Inference

Jeremie Houssineau, National University of
Singapore, Singapore; Emmanuel Delande,
University of Texas at Austin, U.S.; Junjie
Wang, Harbin Institute of Technology,
China

3:30-3:50 A Stein Variational Newton

Method

Gianluca Detommaso, University of Bath,
United Kingdom; Tiangang Cui, Monash
University, Australia; Youssef M. Marzouk
and Alessio Spantini, Massachusetts
Institute of Technology, U.S.; Robert
Scheichl, Universitit Heidelberg, Germany
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MS296

Modelling with Fractional
PDEs: Statistical and
Numerical Analysis - Part Il
of li

2:15 p.m.-3:30 p.m.
Room: 206C

For Part 1 see MS262

Many nonlocal phenomena can be
effectively modeled with fractional
calculus. Fractional models often require
estimation of orders of fractional integral
and/or differentiation and also require
efficient numerical methods for accurate
solutions. In this minisymposium, we
present various topics in fractional
modeling with PDEs using statistical and
numerical tools.

Organizer: Hong Wang
University of South Carolina, U.S.

2:15-2:35 Solving Fractional Partial

Differential Equations using a Deep

Neural Network

Hong Wang, University of South Carolina,
U.S.

2:40-3:00 Lattice Boltzmann Model for
Time Sub-diffusion Problem in Caputo
Sense

Rui Du, Southeast University, China

3:05-3:25 A Fast Temporal Second-

order Difference Scheme for the

Fractional Wave Equation

Hong Sun, Jiangsu University of Science and
Technology, China

3:30-3:50 Spectral Methods for

Fractional Advection-diffusion-

reaction Equations on Smooth

Domains

Zhaopeng Hao, Marcus Sarkis, and
Zhonggiang Zhang, Worcester Polytechnic
Institute, U.S.

Thursday, February 28

MS297

Multi-scale Modeling and
Computation of Complex
and Active Fluids - Part 1l of
|

2:15 p.m.-3:30 p.m.
Room: 206D

For Part 1 see MS263

Active suspensions, which can

consist of micro-swimmers, vesicles,
filaments, microtubule-motor networks
or other types of interacting particles
immersed in liquid, can exhibit complex
dynamics and patterns. Capturing the
interplays between the particles and

the surrounding fluid in continuum or
agent-based models presents significant
challenges as hydrodynamic interactions
happen on short and long scales. Added
difficulties arise when such suspensions
interact with boundaries of non-trivial
shape. This minisymposium's goal is

to explore recent advances, especially
on the computational front, on this
emerging and expanding topic.

Organizer. Enkeleida Lushi
New Jersey Institute of Technology, U.S.

2:15-2:35 Dynamics of Colloids Above

a Bottom Walll Driven by Active

Torques and Forces

Aleksandar Donev, Courant Institute of
Mathematical Sciences, New York
University, U.S.

2:40-3:00 A Coarse-grained Model for

Beds of Elastic Fibers

David Stein, Simons Foundation, U.S.;
Michael J. Shelley, Courant Institute
of Mathematical Sciences, New York
University, U.S.

3:05-3:25 Microswimmer Design:

Pullers and Pushers from Bimetallic

Rods

Florencio Balboa Usabiaga, Simons
Foundation and Flatiron Institute,
U.S.; Quentin Brosseau, New York
University, U.S.; Enkeleida Lushi, New
Jersey Institute of Technology, U.S.;
Yang Wu, New York University, U.S.;
Leif Ristroph and Jun Zhang, Courant
Institute of Mathematical Sciences, New
York University, U.S.; Michael D. Ward,
New York University, U.S.; Michael J.
Shelley, Courant Institute of Mathematical
Sciences, New York University, U.S.

Thursday, February 28

MS298

Exascale Software for High-
order Methods - Part 1l of Il

2:15 p.m.-3:55 p.m.
Room: 207

For Part 1 see MS264

This minisymposium focuses on
discussing high-order discretization
kernels and lightweight portable libraries
that are critical for performance and
exascale applications. Topics will include
efficient next-generation discretization
algorithm and software of arbitrarily high
order to impact the design of exascale
architectures, system and application
software for improved portability and
performance of the high-order methods.

Organizer: Tzanio Kolev
Lawrence Livermore National Laboratory,
U.S.

2:15-2:35 Efficient High-order

Discretization with MFEM

Veselin Dobrev, Lawrence Livermore
National Laboratory, U.S.

2:40-3:00 A Novel Approach to Using

Fused Batched BLAS to Accelerate

High-order Discretizations

Stanimire Tomov and Ahmad Abdelfattah,
University of Tennessee, Knoxville, U.S.;
Jack J. Dongarra, University of Tennessee
and Oak Ridge National Laboratory, U.S.;
Azzam Haidar, NVIDIA, U.S.

3:05-3:25 Code for Efficient Extensible

Discretizations LibCEED

Thilina Rathnayake, University of Illinois,
U.S.; Paul Fischer, University of Illinois at
Urbana-Champaign, U.S.

3:30-3:50 Low-order Preconditioning

High-order Triangular Finite

Element Methods and Introducing

LibParanumal

Ali Karakus, Virginia Tech, U.S.; Noel A.
Chalmers, University of Waterloo, Canada;
Tim Warburton, Virginia Tech, U.S.
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MS299

Dynamics with Inherent
Noise: Stochastic Modelling
and Simulation - Part 1l of |l

2:15 p.m.-3:55 p.m.
Room: 401A

For Part 1 see MS265

Inherent noise is ubiquitous in complex
systems such as physics, chemistry,
engineering and system biology.
Numerical simulations based on stochastic
models provide an important tool to
understand the influence of noise and

the dynamic properties of these systems
beyond equilibrium. Synergy of stochastic
modelling and numerical solutions
techniques often leads to novel ideas and
promote applications of stochastic models
and solvers. In this minisymposium,

we focus on both stochastic modelling
and numerical methods with emphasis

on the interaction of the-state-of-

art computational techniques with
applications in modelling dynamic process
of complex systems. We invite speakers
from both communities and expect

them to have fruitful discussion. The
speakers will address stochastic modelling
problems and numerical techniques to
solve stochastic equations arising in
various applications. Specific topics
includes stochastic dynamics modelled

by Markov processes with applications to
biology and chemical reaction systems,
numerical techniques such as singular
perturbation methods, surrogate model
methods, long time integration of
nonlinear SDE, model reduction methods,
etc..

Organizer: Huan Lei

Pacific Northwest National Laboratory, U.S.

2:15-2:35 Transitions as Rare Events in

Stochastic Delayed Systems

Jiayu Zhai, University of Massachusetts,
Ambherst, U.S.; Xiaoliang Wan, Louisiana
State University, U.S.

2:40-3:00 Homogenization for

Generalized Langevin Equations

Soon Hoe Lim, KTH Royal Institute of
Technology, Sweden

continued in next column

3:05-3:25 Computational Stochastic

Dynamics

Jingiao Duan, Illinois Institute of Technology,
U.S.

3:30-3:50 Model-form Uncertainty

Quantification for Predictive Modeling

in Probabilistic Graphical Models

Jinchao Feng, University of Massachusetts,
Amberst, U.S.; Joshua Lansford, University
of Delaware, U.S.; Markos A. Katsoulakis,
University of Massachusetts, Amherst,
U.S.; Luc Rey-Bellet, University of
Massachusetts, U.S.; Dionisios Vlachos,
University of Delaware, U.S.

Thursday, February 28

MS300

Inverse Problems in Medical
Imaging - Part Il of I

2:15 p.m.-3:55 p.m.
Room: 401B

For Part 1 see MS266

Image formation is a nonlinear inverse
problem in many emerging medical
imaging modalities. Examples include
electrical impedance tomography,
magnetic particle imaging, photoacoustic
tomography and regularized sparse-data
X-ray tomography. Typically some part
of the imaging process is ill-posed, or
extremely sensitive to modelling errors
and measurement noise. Regularized
nonlinear mathematical reconstruction
algorithms are needed for robust and
reliable imaging. This session presents
results where new nonlinear mathematical
techniques are combined with

machine learning to yield results with
unprecedented image quality.

Organizer: Melody Alsaker
Gonzaga University, U.S.

Organizer: Tatiana A. Bubba
University of Helsinki, Finland

Organizer: Samuli Siltanen
University of Helsinki, Finland

2:15-2:35 Joint Reconstruction in

Multienergy X-ray Tomography

Alexander Meaney, University of Helsinki,
Finland; Jussi Toivanen, University of
Eastern Finland, Finland; Samuli Siltanen,
University of Helsinki, Finland; Ville P.
Kolehmainen, University of Eastern Finland,
Finland

2:40-3:00 Forward and Inverse

Computation in Ultrasound

Tomography

Jennifer L. Mueller, Colorado State University,
U.S.

3:05-3:25 Classifying Stroke using

Electrical Impedance Tomography

Samuli Siltanen, University of Helsinki,
Finland

3:30-3:50 Debluring and Denoising of

Signals with Uncertainty Quantification

with Applications to Inverse Problems

Viktoria Taroudaki, Eastern Washington
University, U.S.
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MS301

Model Reduction and
Reduced-order Modeling of
Dynamical Systems - Part I
of ll

2:15 p.m.-3:55 p.m.
Room: 401C

For Part 1 see MS267

Large-scale dynamical systems are used
to describe real-world processes in almost
every area of computational sciences

and engineering, ranging from structural
dynamics to nano-electronics to fluid
dynamics. It is long since known that in
many-query scenarios, where the same
model is to be simulated for varying
control functions, source terms, and/

or parameters, reduced-order surrogates
can be used to significantly accelerate

the engineering design, control and
optimization processes for the underlying
problem. In this minisymposium, we

will investigate two facets of generating
reduced-order surrogate models: first,
using "classical" model order reduction in
order to obtain a compact representation
of a large-scale model arising, e.g., from
a finite element discretization of an
unsteady PDE, and second, computing a
low-dimensional surrogate from available
(experimental or simulation) data. Ideally,
both approaches are used complementary,
and we hope to bring together researchers
from both sides in order to exchange ideas
for potential hybrid methods using the
best from both worlds!

Organizer: Peter Benner
Max Planck Institute for Dynamics of Complex
Technical Systems, Germany

Organizer. Athanasios C.

Antoulas
Rice University, U.S.

2:15-2:35 Choosing Interpolation Points
in Interpolatory Model Reduction
Athanasios C. Antoulas, Rice University, U.S.

continued in next column

2:40-3:00 Model Reduction of Linear

and Nonlinear Semi-discretized Fluid

Flow Problems from Data

Ion Victor Gosea, Max Planck Institute,
Magdeburg, Germany

3:05-3:25 Learning Reduced-order

Models in New Variables: Lifting and

Operator Inference

Elizabeth Qian and Boris Kramer,
Massachusetts Institute of Technology, U.S.;
Karen E. Willcox, University of Texas at
Austin, U.S.

3:30-3:50 Data-driven Strategies for
Modeling Dissipative Systems
Christopher A. Beattie, Virginia Tech, U.S.

Thursday, February 28

MS302

Novel Approaches for Design
and Analysis of Chaotic
Dynamical Systems - Part I
of Il

2:15 p.m.-3:55 p.m.
Room: 402A

For Part 1 see MS268

As access to high performance
computational resources increases, the
demand for high-fidelity numerical
simulations will only increase. Many of
these high-fidelity numerical simulations
exhibit chaotic behavior, including climate
models, scale-resolving computational
fluid dynamics simulations, combustion
models, and even road traffic models. The
high sensitivity to small perturbations

and seemingly random behavior of
chaotic dynamical systems make
conventional design and analysis methods
ill-conditioned or computationally
intractable, especially sensitivity analysis.
This minisymposium will discuss novel
approaches that will allow mathematicians
and engineers to analyze, design, and
control chaotic dynamical systems.

Two classes of sensitivity analysis
approaches for mean flow quantities will
be discussed. The first class of methods
control the exponential growth of unstable
linearized perturbations and includes

least squares shadowing and space-split
sensitivity. The second class of methods
involves linearizing about the mean flow
and modeling the linearization of the
closure terms. Approaches for predicting
behavior that deviates from the mean,
intermittent and extreme events, will be
also discussed. Computationally efficient
implementations of all of these algorithms
and further strategies to minimize their
costs will be discussed in the talks as well
as how they can enable gradient-based
optimization, error estimation, and mesh
adaptation for chaotic dynamical systems.

Organizer: Patrick J. Blonigan
Sandia National Laboratories, U.S.

continued on next page
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Organizer: Qigi Wang

Massachusetts Institute of Technology, U.S.

Organizer: Nisha
Chandramoorthy

Massachusetts Institute of Technology, U.S.

2:15-2:35 Space-split Sensitivity (S3)

Computation of Statistics in Chaotic

Dynamical Systems

Nisha Chandramoorthy and Qiqi Wang,
Massachusetts Institute of Technology, U.S.

2:40-3:00 Stability, Sensitivity

and Optimization of Unsteady

Thermoacoustic Systems

Luca Magri and Francisco Huhn, University of
Cambridge, United Kingdom

3:05-3:25 Analysis of Rare Events using

Transfer Operators and Community

Clustering

Peter Schmid, Imperial College London,
United Kingdom

3:30-3:50 Identifying Precursors to

Intermittent or Extreme Events using

Conditional Space-time Proper

Orthogonal Decomposition

Oliver T. Schmidt, University of California,
San Diego, U.S.; Peter Schmid, Imperial
College London, United Kingdom

Thursday, February 28

MS303

Resilience for Large Scale
CSE Applications - Part 1l of I

2:15 p.m.-3:55 p.m.
Room: 402B

For Part 1 see MS269

Resilience is an imminent issue for

large scale computing systems and

their applications due to the reliability
concerns that stem from the architectural
complexity to meet the power and
performance requirements together. Under
such unreliable computing systems, it is
essential to introduce failure mitigations
at the runtime and application layers to
compliment the resilience at the hardware/
system levels. Today, the major resilience
scheme is coordinated checkpoint

and restart (CR) that involves global
coordination of processes and threads.
This global recovery model entails
inherent scalability issues to handle a
large class of errors and failures, and thus
alternative approaches would improve the
scalability and reliability of computing
systems and applications together. In

this minisymposium, we will discuss

the reliability issues of the large scale
computing systems, application/algorithm
based resilience and programming model
support to enhance the reliability of
application program executions.

Organizer: Keita Teranishi
Sandia National Laboratories, U.S.

Organizer: Luc Giraud

Inria, France

Organizer: Christian Engelmann
Oak Ridge National Laboratory, U.S.

Organizer: George Bosilca

University of Tennessee, Knoxville, U.S.

2:15-2:35 Resilience for Extreme Scale

Systems: Understanding the Problem

Christian Engelmann, Oak Ridge National
Laboratory, U.S.

2:40-3:00 Memory Errors on Modern

Systems: An Analysis of Data over the

Lifetime of Cielo

Scott Levy and Kurt Ferreira, Sandia National
Laboratories, U.S.

continued in next column

3:05-3:25 Scalable, Efficient Fault

Tolerance in Asynchronous Many Task

(AMT) Programming Models

Keita Teranishi and Nicole Slattengren, Sandia
National Laboratories, U.S.; Sri Raj Paul,
Rice University, U.S.; Hemanth Kolla,
Sandia National Laboratories, U.S.; Akihiro
Hayashi, Rice University, U.S.; Jackson
Mayo, Sandia National Laboratories,
U.S.; Vivek Sarkar, Georgia Institute of
Technology, U.S.

3:30-3:50 Title Not Available

Aurelien Bouteiller and George Bosilca,
University of Tennessee, Knoxville, U.S.
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Thursday, February 28

MS304

State-of-the-art High-order
Numerical Methods and
Complex Fluid Simulations -
Part 1l of Il

2:15 p.m.-3:55 p.m.
Room: 402C

For Part 1 see MS270

Simulating compressible flows is
challenging, due to the presence of
discontinuities, e.g. shock and contact
waves, and broad-band continuous flow
scales. High-order and high-resolution
schemes dedicate to resolving smooth
flow scales accurately and to capturing the
discontinuities simultaneously. In the past
decades, many mathematical concepts,
such as the artificial viscosity scheme, the
total variation diminishing (TVD) scheme,
the essentially non-oscillatory (ENO)
scheme and the weighted essentially
non-oscillatory (WENO) scheme, have
been proposed and widely used in both
academic and engineering simulations,

as well as the compact scheme, flux
reconstruction (FR) scheme, spectral
volume/difference (SV/D) scheme etc.
More recently, the high-order numerical
methods pay a more and more important
role in high-fidelity simulations, e.g. the
large eddy simulations (LES) and the
direct numerical simulations (DNS). This
session focuses on the state-of-the-arts

of high-order numerical methods and

the complex fluid simulations, including
but not limited to turbulence, multiphase
flows, plasma, MHD flows, combustion
etc. We aim to bridging the cutting-edge
applied mathematics and the request of
flow physics simulations.

Organizer: Lin Fu

Technische Universitaet Muenchen, Germany

Organizer: Nikolaus Adams
Technische Universitaet Muenchen, Germany
2:15-2:35 Large-eddy Simulation of

Separated Flows: The Role of Subgrid-
scale Models

Zuoli Xiao and Rui Wang, Peking University,
China

continued in next column

2:40-3:00 Compact Reconstruction

Using Teno

James D. Baeder, University of Maryland,
U.S.

3:05-3:25 A Fourth-order Adaptive
Mesh Refinement Algorithm for
the Multicomponent, Reacting
Compressible Navier-Stokes Equations
Emmanuel Motheau, Matthew Emmett,
Weiqun Zhang, Michael Minion, and
John B. Bell, Lawrence Berkeley National
Laboratory, U.S.

3:30-3:50 Time-accurate and Highly-
stable Explicit Operators

Maxime Bassenne and Ali Mani, Stanford
University, U.S.

Thursday, February 28

CP16

Numerical PDEs |
2:15 p.m.-3:55 p.m.
Room:301

Chair: Emine Celiker, University of Lincoln,
United Kingdom

2:15-2:30 A Highly-accurate Finite

Element Method for the Solution of the

Dirichlet Problem of the Generalized

Helmholiz Equation in Non-convex

Polygons

Emine Celiker, University of Lincoln, United
Kingdom; Ping Lin, University of Dundee,
United Kingdom

2:35-2:50 An Deformation Based

Adaptive Moving Grid Method

Yinlin Dong, University of Central Arkansas,
U.S.

2:55-3:10 A Posteriori Error Estimates

and Adaptive Mesh Refinement for the

Stokes-Brinkman Problem

Kevin Williamson, University of Maryland,
Baltimore County, U.S.; Pavel Burda,
Czech Technical University, Prague, Czech
Republic; Bedrich Sousedik, University of
Maryland, Baltimore County, U.S.

3:15-3:30 A Communication Algorithm

for the Patch-based Overlapping Grids

Applications

Hong Guo, Institute of Applied Physics and
Computational Mathematics, China

3:35-3:50 Generation of Structured

Meshes for Shape Optimization

Camilla Hahn and Matthias Bolten, University
of Wuppertal, Germany
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Thursday, February 28

CP17

Computational Science
Methods and Software

2:15 p.m.-3:55 p.m.
Room:201A

Chair: Andrey Prokopenko, Oak Ridge
National Laboratory, U.S.

2:15-2:30 Recomputations and
Communication Costs of Fast Matrix
Multiplication with 2x2 Base Case
Roy Nissim and Oded Schwartz, Hebrew
University of Jerusalem, Israel

2:35-2:50 Approximating the

Generalized Singular Value Expansion

Matthew J. Roberts, Michigan Technological
University, U.S.

2:55-3:10 Superlinear Convergence of

the Methods of Quasi-Newton Method

Based on Assumptions About the Initial

Point

Sarah Nataj and Shaun Lui, University of
Manitoba, Canada

3:15-3:30 A Visual Programming and

Debugging Approach for Parallel

Numerical Simulation Development

Li Liao and Aiqing Zhang, Institute of Applied
Physics and Computational Mathematics,
China

3:35-3:50 ArboX: A New Parallel

Bounding Volume Hierarchy

Implementation Using MPI+kokkos

Andrey Prokopenko, Damien Lebrun-Grandie,
Bruno Turcksin, and Stuart Slattery, Oak
Ridge National Laboratory, U.S.

Intermission
3:55 p.m.-4:10 p.m.

Thursday, February 28

MS305

Computing Tensor
Decompositions

4:10 p.m.-5:50 p.m.
Room: Ballroom 100BC

Tensor decomposition -- representing

a multiway tensor by a combination

of simple rank-1 components -- is an
important operation for processing and
discovering features in complex data. But
due to the size and/or irregularity of tensor
data, tensor decomposition is challenging
both algorithmically and computationally.
Strategies that increase memory locality,
reduce computation and memory costs,
and exploit parallelism can enable
efficient analysis of large- and extreme-
scale tensors. This minisymposium
presents a collection of numerical
algorithms and implementation techniques
that benefit tensor computations.

Organizer: Karen D. Devine
Sandia National Laboratories, U.S.

Organizer: Tamara G. Kolda
Sandia National Laboratories, U.S.

4:10-4:30 On Tensor Orderings for
HiICOO
Bora Ucar, LIP-ENS Lyon, France

4:35-4:55 On the Decomposition of

Tensors that are Given Implicitly

Nico Vervliet, Martijn Boussé, Ignat Domanov,
and Lieven De Lathauwer, KU Leuven,
Belgium

5:00-5:20 Tensor Decompositions on

Emerging Manycore Hardware with

Genten and Kokkos

Eric Phipps and Tamara G. Kolda, Sandia
National Laboratories, U.S.

5:25-5:45 Parallel Sparse Tensor

Decomposition with the Trilinos Parallel

Linear Algebra Framework

Karen D. Devine, Sandia National
Laboratories, U.S.

Thursday, February 28

MS306

Performance Portability of
Scientific HPC Applications

4:10 p.m.-5:50 p.m.
Room:Conference Theater

Modernizing scientific codes to run
performantly on multiple emerging
architectures is a task of great complexity
and challenge for computational scientists
today. Today’s developers face complex
programming language features, use

of portability abstractions, increases in
hardware complexity, and a plethora

of runtime systems on offer. Working

at the intersection of these tools is not
only difficult for developers, but also
presents increasingly difficult problems
to compilers. This minisymposium

will address strategies that help ease
computational science problems for large
codes today.

Organizer: Geoff Womeldorff
Los Alamos National Laboratory, U.S.
4:10-4:30 Modernizing Compiler Design
for Platform Portability

Patrick McCormick, Los Alamos National
Laboratory, U.S.

4:35-4:55 Using Just-in-time

Compilation to Optimize Scientific

Codes

David F. Richards, Lawrence Livermore
National Laboratory, U.S.

5:00-5:20 Enabling Application

Optimizations with Unified Thread-

based Runtime MPC

Julien C. Jaeger, CEA, France
5:25-5:45 Title Not Available

Simon D. Hammond, Sandia National
Laboratories, U.S.
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Thursday, February 28

MS307

Technology Transfer Using the
Open-source Platform SU2

4:10 p.m.-5:50 p.m.
Room: 102A

SU2 is an open-source collection of
software tools written in C++ and Python
for the analysis of partial differential
equations (PDEs) and PDE-constrained
optimization problems on unstructured
meshes with state-of-the-art numerical
methods. Through the initiative of

users and developers around the world,
SU2 is now a well established tool in

the computational sciences with wide
applicability to aeronautical, automotive,
naval, and renewable energy industries,
to name a few. In this minisymposium
we will present innovative methods from
different groups in industry and academia
which are in the stage of being transferred
from research to their application to
practical problems.

Organizer: Tim Albring
Technische Universitit Kaiserslautern,
Germany

Organizer: Thomas D.

Economon
Bosch Research And Technology Center, U.S.

4:10-4:30 Parallel-in-time Integration in

Su2

Tim Albring, Stefanie Guenther, and Nicolas
R. Gauger, Technische Universitt
Kaiserslautern, Germany

4:35-4:55 Unsteady Optimization

with Harmonic-balance Methods

in SU2: Lessons Learned and Future

Perspectives

Matteo Pini and Antonio Rubino, Delft
University of Technology, Netherlands

5:00-5:20 Advances for Incompressible

Flow Calculations with SU2

Thomas D. Economon, Bosch Research And
Technology Center, U.S.

5:25-5:45 Wall-modeled LES Simulations

using the SU2 DG-FEM Solver

Edwin van der Weide, University of Twente,
Netherlands; Juan J. Alonso, Stanford
University, U.S.

Thursday, February 28

MS308

Data-driven and
Mathematical Model
Reductions for Combustion
System Simulation and
Design

4:10 p.m.-5:50 p.m.
Room: 102B

Combustion systems are extremely
computationally intensive to simulate.
State of the art high-fidelity fluid-
combustion simulations are typically
large-eddy simulations of the Navier-
Stokes equations with detailed chemical
mechanisms composed of thousands of
chemical species and reactions. Such
simulations are intractable for all but the
simplest problems and model reductions
are necessary for any simulation of a
physically relevant combustion system.
Typically, such reductions neglect some
subset of the physics that is not deemed
necessary for the current problem. Physics
reductions introduce error that is difficult
to quantify as it is not fully know how
much of the flow violates the assumptions
of the reduction being used and for how
long. Recent developments, presented in
this session, use mathematical methods

to select the most efficient reduced
physics model to attain a target level of
accuracy in each region of the flow. Such
techniques enable the simulation of simple
combustion devices. However, many
problems of interest, remain intractable
using high-fidelity simulations and, as
such, further data-driven and mathematical
model reductions, such as projection-
based reduced basis methods, must

be utilized to enable design iterations.
The rest of this session discusses such
methods, their pitfalls when applied to
combustion problems, and concepts to
overcome these roadblocks.

Organizer: Nathan L. Mundis
ERC Inc. and Air Force Research Labratory,
U.S.

continued in next column

4:10-4:30 Combustion System Model

Reduction Using Pod and Neural

Networks

Nathan L. Mundis, ERC Inc. and Air Force
Research Labratory, U.S.

4:35-4:55 Multi-fidelity Modeling of

Rocket Combustion Instability

Cheng Huang and Karthik Duraisamy,
University of Michigan, Ann Arbor, U.S.;
Charles Merkle, Purdue University, U.S.

5:00-5:20 A Multi-fidelity Framework

for Stability Analysis of Complex

Dynamical Systems

Alexandre Marques, Massachusetts Institute of
Technology, U.S.

5:25-5:45 Fidelity-adaptive Combustion
Modeling for Turbulent Combustion
Matthias Ihme, Stanford University, U.S.
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Thursday, February 28

MS309

Machine Learning for Inverse
Problems and its Applications

4:10 p.m.-5:50 p.m.
Room: 111A

Recent advances in computer science
and data analytics have brought machine-
learning techniques to the forefront of
computational inverse problems research.
As a result, old questions are being
addressed in new ways as techniques are
being developed to exploit large volume
and complex data sets. In computer-
science domain, scientists have recently
developed various novel machine-learning
algorithms including deep learning,
dictionary learning, etc. There have

been several pioneering research works
incorporating different machine-learning
techniques to solve inverse problems and
apply them to various applications. The
goal of this session is to introduce those
recent results to our inverse-problems
community. We welcome researchers

and students to participate in our
minisymposium and join our discussions
on these exciting new directions.

Organizer: Youzuo Lin
Los Alamos National Laboratory, U.S.

Organizer: Cristina Garcio-

Cardona
Los Alamos National Laboratory, U.S.

4:10-4:30 Convolutional Dictionary

Learning for Inverse Problems

Cristina Garcia-Cardona, Los Alamos
National Laboratory, U.S.

4:35-4:55 Ultrasonic Tomographic

Imaging Using Physics Constrained

Learning Method

Weichang Li, Saudi Aramco Oil Company,
Saudi Arabia

5:00-5:20 Linear Regression on

Imbalanced Data: New Theoretical

Insights

Shusen Wang, Stevens Institute of Technology,
U.S.

5:25-5:45 InversionNet: Accurate and

Efficient Seismic Waveform-inversion

with Convolutional Neural Networks

Youzuo Lin, Los Alamos National Laboratory,
U.S.

Thursday, February 28

MS310

The Intersection of Graph
Algorithms and Machine
Learning

4:10 p.m.-5:50 p.m.
Room:111B

We are witnessing large growth in the
number of proposed graph-theoretic and
machine learning solutions for a variety
of problems. Claims and counterclaims
are increasingly being made as to

which approach is best. In some cases,
old problems are recast in an alternate
approach in the hope of finding a better
solution; in other cases, an approach is
chosen to solve a new problem without
necessarily a sound theoretical basis for
success. The conundrum is that both graph
algorithms and machine learning can
solve many real-world problems, and that
their domains intersect, but the approaches
are not equivalent. For example, both
community detection algorithms and
SVMs partition data into subsets of
similar members, and Bayesian Networks
are a probabilistic graphical model

of random variables and conditional
dependencies used to learn causal
relationships. In reality, many analytic
workloads require both approaches:
graphs to understand relationships and
organizational structures, and machine-
learning methods to identify signature
features. The talks in this minisymposium
will: discuss the problem domains for
graph methods, machine learning, and
their intersections; discuss representations
that rely on concepts from graph theory,
and enable the formulation of machine
learning problems; provide tractability
analysis in terms of complexity, time-
to-solution, problem size, and quality of
solution; discuss integration of graphs and
machine learning approaches.

Organizer. Antonino Tumeo
Pacific Northwest National Laboratory, U.S.

Organizer: Arif Khan
Pacific Northwest National Laboratory, U.S.

continued in next column

4:10-4:30 Representation Learning for
Large Graphs
Nesreen Ahmed, Intel Labs, U.S.

4:35-4:55 Scaling Clustering Algorithms
Using Graph Theoretic Approaches
Mostofa Patwary, Baidu, U.S.

5:00-5:20 Parallel Algorithms for
Ensemble Clustering
Ariful Azad, Indiana University, U.S.

5:25-5:45 Asynchronous

Communication-efficient Algorithm for

Clustering Coefficient Computation

Flavio Vella, Free University of Bozen-
Bolzano, Italy; Torsten Hoefler and
Salvatore Di Girolamo, ETH Ziirich,
Switzerland
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Thursday, February 28

MS311

Applications of Machine
Learning in Fluid Mechanics

4:10 p.m.-5:50 p.m.
Room: 111C

Problems in fluid mechanics can be
extremely difficult to solve, as they

often involve strong nonlinear effects,
bifurcations, and turbulence, among

other technical challenges. Furthermore,
since fluid flows are governed by partial
differential equations, computational
solutions often require discretizations
with a million or more states, leading

to extremely high-dimensional models
and datasets. Driven by innovations in
Silicon Valley, machine learning has

been proven effective in solving a wide
array of complex problems, many of
which are inherently nonlinear, may not
have any physical model to rely on, and
can involve enormous datasets. As such,
there is a great deal of interest in whether
techniques developed to solve problems
in Silicon Valley may be helpful in
addressing challenges encountered in fluid
mechanics. This minisymposium presents
research demonstrating the promise of this
approach. Among the methods that will be
discussed are linear discriminant analysis,
support vector machines, neural networks,
and clustering, applied to a variety of
problems in classifying and modeling
vortex patterns in bio-inspired fluid flows.

Organizer: Jonathan H. Tu
NSWC Carderock

4:10-4:30 A Search for Physical Insight
in Machine Learning Classification of
Vortex Patterns

Jonathan H. Tu, NSWC Carderock

4:35-4:55 Classifying Flow Patterns

using Neural Networks

Mohamad Alsalman, Brendan Colvert,
and Eva Kanso, University of Southern
California, U.S.

5:00-5:20 Clustering and Classifying

Vortex Wakes by Dynamical Regimes

Mengying Wang and Maziar S. Hemati,
University of Minnesota, U.S.

5:25-5:45 Deep Learning for Gust

Detection from Available Wing Sensors

in Unsteady Aerodynamics

Jeff D. Eldredge and Wei Hou, University of
California, Los Angeles, U.S.

Thursday, February 28

MS312

Optimization Under
Uncertainty Using Multifidelity
and Derivative-free
Approaches

4:10 p.m.-5:50 p.m.
Room: 300A

Optimization under uncertainty broadly
describes optimization problems in
which uncertain parameters enter

the objective and constraints. In the
derivative-free setting, the uncertain
parameters and design parameters may
be inputs to a (nonlinear) black-box
model, whose outputs in turn define the
optimization problem. In this context,
one may seek optimal designs that are
"robust" to parametric uncertainties by,
for example, maximizing the expectation
of the original objective or minimizing
its variance. Other formulations include
probabilistic (chance) constraints,

or objective/constraints based on
conditional-value-at-risk. Monte Carlo
sampling can be used to evaluate these
quantities, but at considerable expense;
this is particularly challenging when
the underlying models are complex and
expensive to evaluate. Given limited
sample sizes, another challenge is how
to take the resulting noisy objective or
constraint function estimates into account.
This minisymposium is devoted to the
latest developments and applications of
optimization under uncertainty, with a
particular focus on derivative-free and
sampling-driven approaches. We are
interested in robust or risk-sensitive
formulations, the use of multilevel or
multi-fidelity Monte Carlo methods,
and the construction of noise-resilient
surrogate models in trust region methods,
among other relevant topics.

Organizer: Friedrich Menhorn
Technische Universitit Miinchen, Germany

Organizer: Gianluca Geraci
Sandia National Laboratories, U.S.

Organizer. Michael S. Eldred

Sandia National Laboratories, U.S.

continued in next column

4:10-4:30 Derivative-free Mullifidelity

Design Optimization under Uncertainty

of a Scramjet

Friedrich Menhorn, Technische Universitit
Miinchen, Germany; Michael S. Eldred
and Gianluca Geraci, Sandia National
Laboratories, U.S.; Youssef M. Marzouk,
Massachusetts Institute of Technology, U.S.

4:35-4:55 Derivative-free Robust

Optimization by Outer Approximations

Matt Menickelly and Stefan Wild, Argonne
National Laboratory, U.S.

5:00-5:20 Bayesian Optimization with

Expensive Integrands

Saul Toscano-Palmerin and Peter 1. Frazier,
Cornell University, U.S.

5:25-5:45 Bayesian Optimization of

Combinatorial Structures

Matthias Poloczek, University of Arizona,
U.S.; Ricardo Baptista, Massachusetts
Institute of Technology, U.S.
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Thursday, February 28

MS313

Parallel Numerical Linear
Algebra for Future Extreme-
scale Systems

4:10 p.m.-5:50 p.m.
Room: 300B

We describe recent developments in
task-based algorithms for the solution

of both dense and sparse linear systems
and the solution of both symmetric and
unsymmetric dense eigenproblems. By
using directed acyclic graphs (DAGs)

we are able to avoid synchronization and
obtain high levels of parallelism. We

first discuss the case of dense matrices.
Our algorithms keep communication

to a minimum, sometimes achieving a
provably theoretical minimum. For the
direct solution of symmetrically structured
sparse systems, we use dense matrix
kernels, showing how robust numerical
pivoting can be accommodated for both
symmetric indefinite and unsymmetric
matrices without losing much parallelism.
We compare the performance of the code
for unsymmetric systems with another
code we have developed that is based on
a Markowitz threshold approach with a
novel technique for getting a set of pivots
that can be used in parallel. We study

the scalability of an approach for block
iterative methods that uses our parallel
indefinite direct solver on the blocks. We
study robust algebraic preconditioners
that are highly scalable and examine a
way to expand the Krylov space for better
convergence while maintaining parallelism
and reducing communication. We show
the performance of prototype codes

on a range of research and industrial
applications. This minisymposium present
research done in NLAFET, a Horizon
2020 FET-HPC project funded by the
European Union.

Organizer: lain Duff

Science & Technology Facilities Council,
United Kingdom and CERFACS, Toulouse,
France

continued in next column

4:10-4:30 Distributed Tasking in the

PLASMA Numerical Library

Mawussi Zounon and Jakub Sistek, University
of Manchester, United Kingdom; Jack J.
Dongarra, University of Tennessee and Oak
Ridge National Laboratory, U.S.

4:35-4:55 Solution of Sparse

Unsymmetric Systems

lain Duff, Science & Technology Facilities
Council, United Kingdom and CERFACS,
Toulouse, France; Florent Lopez and Stojce
Nakov, Rutherford Appleton Laboratory,
United Kingdom

5:00-5:20 The Scalability of Block

lterative Methods

Sebastien Cayrols, Rutherford Appleton
Laboratory, United Kingdom; Iain Duff,
Science & Technology Facilities Council,
United Kingdom and CERFACS, Toulouse,
France

5:25-5:45 Preconditioned Linear Solvers
in Cosmic Microwave Background
Data Analysis

Jan PapeZ, Inria Paris, France

Thursday, February 28

MS314

Optimal Experimental
Design for Bayesian Inverse
Problems

4:10 p.m.-5:50 p.m.
Room: 300C
Featured Minisymposium

In the context of Bayesian inverse
problems, the goal of optimal
experimental design (OED) is to find

the optimal design of a data acquisition
system (e.g., location of sensors, what
quantities are measured and how

often, what sources are used in each
experiment), so that the uncertainty in

the inferred parameter field—or in some
quantity derived from this field—is
minimized with respect to some criterion.
OED for Bayesian inverse problems
governed by partial differential equations
(PDEs) is an extremely challenging
problem. First, the parameter to be
inferred is often a spatially correlated field
and it leads, after discretization, to a high
dimensional parameter space. Second, the
forward PDE model is often complex and
computationally expensive to solve. Third,
the design space for the data acquisition
system may be very large. And fourth, the
Bayesian inverse problem—difficult as it
is—is just a subproblem within the OED
problem. This minisymposium explores
advances in numerical methods for OED
in a Bayesian framework that are scalable
with respect to the parameter and data
dimensions.

Organizer: Umberto Villa
Washington University, St. Louis, U.S.

Organizer: Omar Ghattas

University of Texas at Austin, U.S.

4:10-4:30 Scalable Methods for

Bayesian Optimal Experimental Design

Using Laplace Approximation

Umberto Villa, Washington University, St.
Louis, U.S.; Omar Ghattas, University of
Texas at Austin, U.S.

4:35-4:55 Optimal Bayesian

Experimental Design Using Generalized

Laplace Method

Quan Long, United Technologies Research
Center, U.S.

continued on next page
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MS314

Optimal Experimental
Design for Bayesian Inverse
Problems

continued

5:00-5:20 Sum-up Rounding

Approaches for Design of Experiments

Jing Yu, University of Chicago, U.S.; Mihai
Anitescu, Argonne National Laboratory,
U.S.

5:25-5:45 A Sparse Optimization

Framework for Optimal Sensor

Placement

Daniel Walter and Boris Vexler, Technische
Universitidt Miinchen, Germany

Thursday, February 28

MS315

Numerical Methods and
Regularization for lll-posed
and lll-conditioned Problems

4:10 p.m.-5:50 p.m.
Room: 300D

Ill-posed problems often arise from
inverse problems, integral equations

of the first kind, and statistics. Inverse
problems are usually to determine the
internal structure of a physical system
from the outside measured quantities

of the system, or to determine the
unknown input that gives rise to a
measure output. Examples of inverse
problems include electrical impedance
tomography (EIT) that produces a picture
of electric conductivity distribution

inside a patient from the measurement

of the corresponding voltages at the
electrodes attached to the patient, and
solving diffusion equations in negative
time direction to detect the source of
pollution from measurements. It is widely
recognized that linear systems resulting
from discretizing ill-posed problems are
ill-conditioned. All ill-conditioned linear
systems either have the singular values

of the coefficient matrix decay gradually
to zero with no particular gap in the
spectrum or have large condition numbers.
In this minisymposium, we focus on
developing numerical methods for solving
ill-posed problems that avoid introducing
ill-conditioned discrete systems and
numerical algorithms that regularize
ill-conditioned discrete systems by
introducing preconditioners that regularize
the spectrum to reduce the large condition
number. The aim of the methods and
algorithms is to reduce the computational
expense of the conventional methods so
that large-scale computation for the ill-
posed or ill-conditioned problems can be
achieved.

Organizer: Long Lee
University of Wyoming, U.S.

Organizer: Man-Chung Yeung
University of Wyoming, U.S.

continued in next column

4:10-4:30 A Global Reconstruction

Method for a Coefficient Inverse

Problem with One Measurement

Dinh-Liem Nguyen, Kansas State University,
U.S.

4:35-4:55 Numerical Methods for Direct
Reconstruction Methods in Electrical
Impedance Tomography

Peter Muller, Rowan University, U.S.

5:00-5:20 A Spectral Projection

Preconditioner for Solving llI-

Conditioned Linear Systems

Man-Chung Yeung, University of Wyoming,
uU.S.

5:25-5:45 Constrained Inversion for
Subsurface Imaging
Jodi Mead, Boise State University, U.S.
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Thursday, February 28
MS316

Rational Approximation and
its Applications

4:10 p.m.-5:50 p.m.
Room: 302A

Recent developments of algorithms
generating low-cost, high-fidelity
approximations, such as Adaptive
Anderson-Antoulas (AAA), Vector
Fitting (VF), and Least-Squares Rational
Approximation (LSRA), have renewed
interest in rational approximation for
computational science and engineering
applications. Recent work formulates both
system identification and model reduction
as a rational approximation problems,
providing data-driven approaches instead
of realization-dependent algorithms.
Additionally, as rational functions often
provide accurate approximations using
fewer terms than polynomials, they

can also solve differential equations

with fewer degrees of freedom. This
minisymposium explores recent advances
exploiting these algorithms and their
impact on system identification, model
reduction, and function approximation.

Organizer: Jeffrey M. Hokanson
University of Colorado Boulder, U.S.

Organizer: Caleb C. Magruder

Tufts University, U.S.

4:10-4:30 Projected Nonlinear Least

Squares for H2 Model Reduction

Jeffrey Hokanson, University of Colorado
Boulder, U.S.; Caleb C. Magruder, Tufts
University, U.S.

4:35-4:55 Quadrature Based Rational Ls

for Transfer Function Approximation

Zlatko Drmac, University of Zagreb, Croatia;
Christopher A. Beattie and Serkan Gugercin,
Virginia Tech, U.S.

5:00-5:20 Solving the Laplace Equation

using Rational Functions

Abinand Gopal, University of Oxford, United
Kingdom

5:25-5:45 The AAA Algorithm for

Parameterized Dynamical Systems

Andrea Carracedo Rodriguez and Serkan
Gugercin, Virginia Tech, U.S.

continued in next column

Thursday, February 28
MS317

BE: Overcoming Workplace
Challenges Panel: Trials,
Tribulations, and Triumphs

4:10 p.m.-5:50 p.m.
Room: 302B

Navigating a lifelong career is not without
challenges - even highly successful people
struggle at some point along the way.

This workshop, geared toward students
and early career researchers, will connect
the audience to a panel of experienced
professionals with backgrounds in
industry, academia, and national labs who
will share the personal challenges they
faced in their STEM careers and how they
overcame them. In addition, the panelists
will share resources and strategies for
facing a variety of career challenges,

such as not getting your dream job,
unproductive research, struggling to create
work/life balance, dealing with workplace
biases and micro-aggressions, struggling
with Imposter Syndrome, and more.
Following the presentations, a moderated
Q&A session will give the audience the
opportunity to engage and interact with
the panelists.

Organizer: Melissa Abdelbaky
Rutgers University, U.S.

Thursday, February 28

MS318

Large-scale Particulate
Flows: Towards Multi-scale
Modeling from pm to km

4:10 p.m.-5:50 p.m.
Room: 303A

Flows of many small solid particles
immersed in a fluid are extremely
common in astrophysical (planetary
formation), geophysical (landslides,
avalanches), biological (blood flow),

and industrial processes (oil and
pharmaceutical production). These
flows exhibit aspects of all phases of
matter --gas, liquid, and solid-- making

it a challenging system to model. The
coupling of characteristic length scales
--from micron to km-- requires algorithms
capable of bridging vast length scales, and
resolving different coexisting physical
regimes. Atomistic simulations, tracking
individual particles, are computationally
too expensive to scale up to realistic
sizes. This calls for new hybrid models
which make use of novel techniques such
as adaptive mesh refinement, spectral
deferred correction methods, or coarse
graining. Here we will explore the physics
of complex flows containing particles

in order to identify coarse grained
models, which in turn will inform the
next-generation multi-scale simulation
techniques. In this minisymposium

we will bring together leading experts

in granular physics, fluid-structure
interaction, and hybrid computational
methods.

Organizer: Johannes P.

Blaschke
Lawrence Berkeley National Laboratory, U.S.

Organizer: Mazza Marco
Loughborough University, United Kingdom
4:10-4:30 CFD-DEM: Modeling the Small
to Understand the Large

Christine Hrenya, University of Colorado
Boulder, U.S.

continued on next page
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Large-scale Particulate
Flows: Towards Multi-scale
Modeling from pm to km

continued

4:35-4:55 Blood Flow Modelling in

Science and Engineering - from Single

Vessels to Networks

Timm Krueger, Albert Beardo Ricol, Nicholas
Daly, and Miguel Bernabeu, University of
Edinburgh, United Kingdom

5:00-5:20 A Hybrid Material Point and

Discrete Element Method for Granular

Media Modeling

Maytee Chantharayukhonthorn, Massachusetts
Institute of Technology, U.S.; Breannan
Smith, Columbia University, U.S.; Yonghao
Yue, University of Tokyo, Japan; Peter Chen
and Eitan Grinspun, Columbia University,
U.S.; Ken Kamrin, Massachusetts Institute
of Technology, U.S.

5:25-5:45 Modeling of Active Particles

and Hydrodynamics: Density

Heterogeneities at Multiple Scales

Marco G. Mazza, Loughborough University,
United Kingdom

Thursday, February 28

MS319

Efficient Computational
Methods for Molecular
Dynamics

4:10 p.m.-5:50 p.m.
Room: 303B

Supercomputing architectures head
towards the exascale era and undergo
drastical changes on (rather) short time
scales: hybrid host-accelerator systems
have become "state-of-the-art" within
the top 10 supercomputers; RISC
architectures (such as ARM processors)
are gaining more popularity; vector
widths in processors keep increasing; etc.
Due to the wide range of applicability

of molecular dynamics (MD), including
material science, chemistry or process
engineering, big user communities are
confronted with arising supercomputing
challenges and corresponding changes in
programming paradigms. Furthermore,
there are application-driven challenges
such as load balancing that need to be
taken into account to efficiently exploit
large-scale compute systems. In this
minisymposium, challenges for large-
scale MD applications are pointed out and
potential solutions in terms of simulation
methodology are discussed. The focus

is put on strategies to exploit current
supercomputing systems in terms of
efficient algorithms, programming, and
self-adaption of code (auto-tuning). This
picture is complemented by discussions
on the integration of new methodological
approaches into community software,
such as GROMACS, ESPREsSo, and Is1
mardyn, which will eventually enable end
users to leverage today's and tomorrow's
supercomputing systems for their
applications.

Organizer: Philipp Neumann
University of Hamburg, Germany

Organizer: Steffen Seckler
Technische Universitit Miinchen, Germany

continued in next column

4:10-4:30 Addressing Exascale

Challenges for Molecular Dynamics in

GROMACS

Mark Abraham, KTH Royal Institute of
Technology, Sweden

4:35-4:55 Scalable Solvers for Dynamic

Charge Models in Molecular Dynamics

Simulations

H. Metin Aktulga, Kurt O'Hearn, and Abdullah
Alperen, Michigan State University, U.S.

5:00-5:20 Leveraging Node-level

Performance for Molecular Dynamics

Through Auto-tuning

Fabio A. Gratl and Steffen Seckler, Technische
Universitit Miinchen, Germany; Philipp
Neumann, University of Hamburg,
Germany; Hans-Joachim Bungartz,
Technische Universitidt Miinchen, Germany

5:25-5:45 Comparison of Load-

balancing Techniques for MD

Simulations with Dynamic Particle

Binding

Steffen Hirschmann and Dirk Pfliiger,
Universit&auml;t Stuttgart, Germany; Colin
W. Glass, HLRS, Germany
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Thursday, February 28

MS320

Advances in Rare Event
Simulation for Complex
Dynamical Systems - Part I
of Il

4:10 p.m.-5:50 p.m.
Room: 201B

For Part 1 see MS287

The study of rare events in dynamical
systems is essential for a wide range of
applications including the robust design
of engineering systems, the prediction

of extreme weather events, and the

study of economic catastrophes. Over
the last twenty years, different research
communities have developed a variety of
tools for studying rare events in dynamical
systems. In these sessions, we showcase
tools adapted from sampling, dynamical
systems, and statistics including subset
simulation, importance sampling, particle
splitting, information theoretic bounds,
and large deviations. These talks will
show applications of these tools in fluid
dynamics, aerospace systems, chemistry,
atmospheric modeling, finance, and
electrical systems. We will also explore
common themes and challenges across
these approaches.

Organizer: Benjomin J. Zhang
Massachusetts Institute of Technology, U.S.

Organizer: Tuhin Sahai
United Technologies Research Center, U.S.

4:10-4:30 From Catastrophe Principle to

Strongly Efficient Importance Sampling

for Heavy-tailed Rare Events

Chang-Han Rhee and Bohan Chen, Centrum
Wiskunde & Informatica, Netherlands; Jose
Blanchet, Stanford University, U.S.; Bert
Zwart, Centrum Wiskunde & Informatica,
Netherlands

4:35-4:55 Efficient PCE Representation

for Estimation of Rare Events in High

Dimensions

lason Papaioannou, Max Ehre, and Daniel
Straub, Technische Universitit Miinchen,
Germany

continued in next column

5:00-5:20 Optimal Sequential Monte
Carlo Methods in Rare Event Sampling

Robert Webber and Jonathan Weare, University
of Chicago, U.S.

5:25-5:45 Estimation of Failure

Probabilities via Local MCMC Subset

Approximations

Kenan Sehic and Mirza Karamehmedovic,
Technical University of Denmark, Denmark;
Youssef M. Marzouk, Massachusetts
Institute of Technology, U.S.

Thursday, February 28

MS321

Fast Algorithms for Integral
Equations and Their
Applications

4:10 p.m.-5:50 p.m.
Room: 202A

The recent advances in integral
equations and its fast numerical methods
have provided useful tools for many
applications ranging from nano-optics to
medical imaging and geosciences. This
minisymposium will discuss challenges in
the formulation of the problem, cutting-
edge fast algorithms and their efficient
implementation, their applications in
various fields. At the same time, it

will provide opportunities to promote
interdisciplinary research collaboration
between computational scientists and
other fields.

Organizer: Min Hyung Cho
University of Massachusetts, Lowell, U.S.

Organizer: Carlos Borges
University of Central Florida, U.S.

4:10-4:30 Domain Decomposition

Based Preconditioners for Forward and

Inverse Scattering Problems

Carlos Borges, University of Central Florida,
U.S.; George Biros, University of Texas at
Austin, U.S.

4:35-4:55 Efficient Boundary Integral

Scheme for Threshold Dynamics and its

Applications

Shidong Jiang, New Jersey Institute of
Technology, U.S.; Dong Wang, University
of Utah, U.S.; Xiao-Ping Wang, Hong Kong
University of Science and Technology, Hong
Kong

5:00-5:20 Fast Multipole Method in

Layered Media

Bo Wang and Wei Cai, Southern Methodist
University, U.S.; Min Hyung Cho,
University of Massachusetts, Lowell, U.S.;
Duan Chen, University of North Carolina,
Charlotte, U.S.

5:25-5:45 A Fast Algorithmic Framework
for Dense Rigid Body Suspensions in
Stokes Flow

Eduardo Corona, University of Michigan, U.S.
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MS322

Scalable Solvers for the
Helmholtz Problem - Part Il of
Il

4:10 p.m.-5:50 p.m.
Room: 202B

For Part 1 see MS290

Many wave phenomena can be described
by the Helmholtz equation in the
frequency domain approach. After
discretization large linear systems have
to be solved. To maintain a certain
accuracy, the discretization relies on the
number of grid points per wavelength,
which should be as high as possible.
Increasing the wavenumber, therefore
leads to very large linear systems. Most
solvers which are available have the
property that the number of iterations
increases at least linearly with the wave
number. Only recently, various methods
become available where the number of
iterations is independent of the size of the
wave number, and the work per iteration
is approximately constant, so-called
scalable methods. In this minisymposium
various methods will be presented which
are scalable when certain conditions are
satisfied. Typical applications of these
solvers are medical imaging, seismics,
sonar etc.

Organizer: Kees Vuik
Delft University of Technology, Netherlands

Organizer: Reinhard Nabben
Institut fiir Mathematik, Germany

4:10-4:30 Fast and Scalable Solvers for

High-frequency Wave Propagation

Matthias Taus, Massachusetts Institute of
Technology, U.S.; Leonardo Zepeda-Nunez,
Lawrence Berkeley National Laboratory,
U.S.; Russell Hewett, Total E&P, U.S.;
Laurent Demanet, Massachusetts Institute of
Technology, U.S.

4:35-4:55 lterative Solvers for Modeling

Ocean Waves Using Helmholiz-like

Equation

Yogi Erlangga and Rysbergen Tabarek,
Nazarbayev University, Kazakhstan

continued in next column

5:00-5:20 Domain Decomposition

Preconditioning for Frequency Domain

Wave Problems

Ivan G. Graham, University of Bath, United
Kingdom

5:25-5:45 Bemfmm: An Exireme-scale

Fmm-accelerated Solver Based on

Boundary Element Method for the 3D

Complex Helmholtz Equation

Noha Al-Harthi, Mustafa Abduljabbar,
Mohammed A. Al Farhan, and Rui Chen,
King Abdullah University of Science &
Technology (KAUST), Saudi Arabia; Rio
Yokota, Tokyo Institute of Technology,
Japan; Hakan Bagci and David E. Keyes,
King Abdullah University of Science &
Technology (KAUST), Saudi Arabia

Thursday, February 28

MS323

Novel Adaptation,
Decomposition and
Expansion Algorithms for a
Class of Large Scale Models

4:10 p.m.-5:50 p.m.
Room: 202C

Large scale deterministic and stochastic
models on complex geometries and high
stochastic dimensions demand efficient
computational techniques to avoid
prohibitive cost to simulate the model.
Development of such techniques crucially
depend on the fundamental properties

of the models, such as coercivity in
elliptic systems and lack of coercivity

in standard formulations to understand
wave propagation in unbounded and
heterogeneous media. We focus on recent
developments in developing efficient
algorithms for such models using spatial
decomposition, expansions, and basis
adaptation techniques.

Organizer: Mahadevan Ganesh
Colorado School of Mines, U.S.

4:10-4:30 An Overlapping

Decomposition and Heterogeneity-

homogeneity Adaptation for Wave

Propagation in Unbounded Media

Mahadevan Ganesh, Colorado School of
Mines, U.S.; Victor Dominguez, Universidad
Publica de Navarra, Spain; Francisco J.
Sayas, University of Delaware, U.S.

4:35-4:55 A Robust Solver for Elliptic

PDEs in 3D Complex Geometries

Abtin Rahimian, University of Colorado
Boulder, U.S.; Matthew J. Morse and Denis
Zorin, Courant Institute of Mathematical
Sciences, New York University, U.S.

5:00-5:20 An Efficient Domain

Decomposition Method with Cross-

point Treatment for Helmholtz Problems

Axel Modave, CNRS, France; Xavier L.
Antoine, Université de Lorraine, France;
Christophe Geuzaine, University of Liege,
Belgium

5:25-5:45 Basis Adaptation and

Domain Decomposition for a Class of

Stochastic Models

Ramakrishna Tipireddy, University of
Southern California, U.S.; Panos Stinis and
Alexander Tartakovsky, Pacific Northwest
National Laboratory, U.S.
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Thursday, February 28
MS324

Flat Low-rank Matrix Formats:
Potential and Limitations

4:10 p.m.-5:50 p.m.
Room: 203

In numerous scientific applications,
matrices have been shown to possess off-
diagonal blocks of low numerical rank.
Among the different low-rank matrix
formats proposed to exploit this property,
this minisymposium focuses on flat
formats, that is, formats with no or little
hierarchy (as opposed to hierarchical
formats such as H or HSS matrices). Flat
formats include block low-rank (BLR)
matrices, based on a 2D blocking of the
matrix. The simplicity and regularity

of this BLR format make it easier to

take advantage of modern, possibly

even heterogeneous, architectures. BLR
solvers have been shown to achieve
good performance on multicore and
distributed architectures; however, this
comes at the price of a higher theoretical
complexity compared to the nearly linear
complexity of hierarchical formats. In
this minisymposium, we will discuss
recent advances made on the BLR
format. In addition, we will also present
two recently proposed new flat formats,
namely multilevel BLR (MBLR) and
lattice-H matrices, which aim at achieving
an improved compromise between
asymptotic complexity and parallel
performance. We hope this MS will bring
together researchers from the field to
discuss both the potential and limitations
of flat formats compared to hierarchical
ones.

Organizer: Theo Mary
University of Manchester, United Kingdom

Organizer: Gregoire Pichon

Inria, France

4:10-4:30 On the Inversion of BLR

Matrices from Acoustic Fluid-structure

Interactions

Cleve Ashcraft, Francois-Henry Rouet, and
Clement Weisbecker, Livermore Software
Technology Corporation, U.S.

continued in next column

4:35-4:55 Block Low-rank Algebraic

Clustering for Sparse Direct Solvers

Gregoire Pichon, Inria, France; Eric F. Darve,
Stanford University, U.S.; Mathieu Faverge,
Bordeaux INP, Inria, LaBRI, France; Pierre
Ramet, Université de Bordeaux, Inria,
LaBRI, France; Jean Roman, Inria, France

5:00-5:20 Distributed Memory Lattice

H-Maitrix Factorization

Ichitaro Yamazaki, University of Tennessee,
Knoxville, U.S.; Akihiro Ida, University of
Tokyo, Japan; Rio Yokota, Tokyo Institute
of Technology, Japan; Jack J. Dongarra,
University of Tennessee and Oak Ridge
National Laboratory, U.S.

5:25-5:45 Bridging the Gap between

Flat and Hierarchical Low-rank Matrix

Formats

Patrick Amestoy, ENSEEIHT-IRIT, France;
Alfredo Buttari, CNRS, France; Jean-Yves
L'Excellent, Inria-LIP-ENS Lyon, France;
Theo Mary, University of Manchester,
United Kingdom

Thursday, February 28

MS325

Partitioned and Adaptive
Methods for Initial Value
Problems - Part Il of Il

4:10 p.m.-5:50 p.m.
Room: 205

For Part 1 see MS293

Numerical methods for initial value
problems often adapt or partition

the method to suit the problem. For
differential equations that have a
separation into stiff and nonstiff terms,
methods such as implicit-explicit methods
and integrating factor methods exploit
this structure by partitioning the method
based on the structure of the differential
equation. These methods allow larger
stable time-steps than standard explicit
methods at a smaller computational cost
than traditional fully implicit methods.
The analysis and efficient implementation
of these methods requires careful
treatment of the adaptivity or partitioning
along with accuracy and stability. This
minisymposium brings together speakers
working on the application and analysis of
and partitioned methods for initial value
problems.

Organizer: Andrew J. Steyer

Sandia National Laboratories, U.S.

Organizer: Sidafa Conde
Sandia National Laboratories, U.S.

4:10-4:25 Strong Stability Preserving

Integrating Factor Runge-Kutta

Methods

Leah Isherwood, Sigal Gottlieb, and Zachary
Grant, University of Massachusetts,
Dartmouth, U.S.

4:30-4:45 Explicit Partitioned Methods

for Interface Coupling

Kara Peterson, Pavel Bochev, and Paul
Kuberry, Sandia National Laboratories, U.S.

5:00-5:20 Embedded Error Estimation

and Adaptive Step-size Control

for Optimal Explicit Strong Stability

Preserving Runge-Kutta Methods

Sidafa Conde, Sandia National Laboratories,
U.S.; Imre Fekete, E6tvos Lorand
University, Hungary; John Shadid, Sandia
National Laboratories, U.S.

continued on next page
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Partitioned and Adaptive
Methods for Initial Value
Problems - Part Il of Il

continued

5:30-5:45 Strong-stability-preserving

Runge-Kutta Methods with Downwind-

biased Operators

Yiannis Hadjimichael, E6tvos Lorand
University, Hungary

Thursday, February 28

MS326

High-order Accurate
Numerical Methods for
Fluid-structure Interaction
Problems

4:10 p.m.-5:50 p.m.
Room: 206A

Fluid-structure interaction (FSI) problems
arise in many applications such as those
in material science, physics, structural
engineering and biomedicine, etc. The
investigation of modeling those problems
and the development of numerical
approximations for their solution are

very active areas of research. This
minisymposium aims to bring researchers
together to discuss the state-of-the-art
methods and algorithms for solving FSI
problems, and to share the numerical
challenges in the various application areas

Organizer: Longfei Li

University of Louisiana at Lafayette

Organizer: Qi Tang
Los Alamos National Laboratory, U.S.

4:10-4:30 A Partitioned FSI Algorithm for

Rigid Bodies and Incompressible Flow

Based on Potentials

Qi Tang, Los Alamos National Laboratory,
U.S.

4:35-4:55 A Stable Added-mass

Partitioned (AMP) Algorithm for Elastic

Solids and Incompressible Flows

Daniel A. Serino, Rensselaer Polytechnic
Institute, U.S.

5:00-5:20 A Fourth-order Accurate
Fractional-step Scheme for the
Incompressible Navier-stokes
Equations on Overlapping Grids
Donald W. Schwendeman, Rensselaer
Polytechnic Institute, U.S.

5:25-5:45 Extending the Added-mass

Partitioned (AMP) Scheme for Solving

FSI Problems Coupling Incompressible

Flows with Elastic Beams to 3D

Longfei Li, University of Louisiana at
Lafayette

Thursday, February 28

MS327

Statistical Applications of
Continuous and Discrete
Transport - Part 1l of Il

4:10 p.m.-5:50 p.m.
Room: 206B

For Part 1 see MS295

Transport between probability measures
offers a rich toolbox of approaches

for sampling and inference, and for
comparing both discrete and continuous
distributions. Deterministic couplings
between probability measures can be
induced by transport maps that minimize
certain cost functionals; more generally,
one may derive many tools and insights
from the construction of optimal
transport plans. Recent theoretical and
computational advances in this area

have enabled the solution to ubiquitous
statistical problems, including density
estimation, variational Bayesian inference
(parametric and nonparametric), inference
with intractable likelihoods, as well as
nonlinear filtering and smoothing. Despite
these successes, efficiently solving such
problems remains challenging, especially
in high dimensions with strongly non-
Gaussian distributions, or when only
limited information or few samples

are available. This minisymposium

will explore new algorithms and
methodologies for computing and
employing transport in the context of
statistics and machine learning.

Organizer: Ricardo Baptista
Massachusetts Institute of Technology, U.S.

Organizer: Daniele Bigoni
Massachusetts Institute of Technology, U.S.

Organizer: Matthew Parno

US Army Corps of Engineers, U.S.

4:10-4:30 Accurate Estimation of

High-dimensional Transport Maps for

Bayesian Filtering

Ricardo Baptista and Youssef M. Marzouk,
Massachusetts Institute of Technology, U.S.

continued on next page
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4:35-4:55 Optimal Transport on
Surfaces, Graphs, and Point Clouds
Justin Solomon, Sebastian Claici, and
Edward Chien, Massachusetts Institute of
Technology, U.S.; Gabriel Peyré, Ceremade
CNRS-Université Paris-Dauphine; Marco
Cuturi, ENSAE ParisTech, France

5:00-5:20 Langevin Monte Carlo and
JKO Splitting
Espen Bernton, Harvard University, U.S.

5:25-5:45 Data Driven Schroedinger

Bridge

Giulio Trigila, Baruch College, CUNY,
U.S.; Esteban G. Tabak, Courant Institute
of Mathematical Sciences, New York
University, U.S.; Michele Pavon, University
of Padova, Italy

Thursday, February 28

MS328

Integrated Mathematical and
Computational Approaches
to Interface Models and Data
in Systems Biomedicine

4:10 p.m.-5:50 p.m.
Room: 206C

Complex biological systems comprise
functional and structural networks
interacting at different levels and

scales i.e. metabolite and enzymatic
networks, regulatory and co-expression
networks, protein-protein interaction
networks as well as signal transduction
pathways that exhibit strong emergent
properties. Diseases are caused when
these networks are functionally or
topologically perturbed due to a wide
range of intrinsic and environmental
cues. Integrated mathematical and
computational approaches as they help
decipher the interplay of these networks
providing a comprehensive quantitative
knowledge of the underlying functional
mechanisms. The state-of-the art methods
in computational systems biology allow
for (a) bottom-up (microscale: from nodes
to network) and (b) top-down (mesoscale:
from network to nodes) modeling
approaches. A bottom-up approach
includes robust and computationally
efficient graph-theoretic methods and
functional genomics, but may not
facilitate description of global system
properties. On the other hand, the top-
down approach uses deterministic and
stochastic mathematical models coupled
with parameter estimation techniques
generally overcome the limitations of the
bottom-up approach may be limited by
model under-/over-fitting. The goal of
this minisymposium is to bring together
researchers working in computational
modelling in order to showcase recent
theories and tools in the overarching
theme of these approaches in systems
biology research.

Organizer: Jeyashree Krishnan
RWTH Aachen University, Germany

Organizer: Dimitris |. Kalogiros
University of Nottingham, United Kingdom

continued in next column

4:10-4:30 Modeling of Disease
Progression in Cancer
Andreas Schuppert, RWTH Aachen, Germany

4:35-4:55 Healthcare by Design: How
Computational Approaches Are
Changing the Clinical Landscape
Himanshu Kaul, University of British
Columbia, Canada; Yiannis Ventikos,
University College London, United
Kingdom; Rod Smallwood, University
of Sheffield, United Kingdom; Chris
Brightling, University of Leicester, United
Kingdom

5:00-5:20 Combining in vitro Data and

Mathematical Models to Understand

Chemokine Biology: A Bayesian

Parameter Inference Approach

Dimitris I. Kalogiros and Matthew Russell,
University of Nottingham, United Kingdom;
Willy Bonneuil and Jennifer Frattolin,
Imperial College London, United Kingdom;
Mikaila J. Bandara, Francesca F. Masci,
and Robert Nibbs, University of Glasgow,
Scotland, UK; James E. Moore Jr., Imperial
College London, United Kingdom; Bindi S.
Brook, University of Nottingham, United
Kingdom

5:25-5:45 A Statistical Mechanical

Perspective of Modeling Phase

Transitions in Living Systems

Jeyashree Krishnan, RWTH Aachen
University, Germany; Reza Torabi,
University of Calgary, Canada; Edoardo
Di Napoli and Andreas Schuppert, RWTH
Aachen, Germany
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Thursday, February 28

MS329

Recent Advances in
Discontinuous Galerkin
Methods for Partial
Differential Equations

4:10 p.m.-5:50 p.m.
Room: 206D

This minisymposium provides scholars
a platform to share and exchange

their recent works and progresses on
discontinuous Galerkin methods for
partial differential equations. In this
minisymposium, speakers will introduce
the backgrounds and applications of
several important PDE models in fluid
dynamics and traffic flow theory. Speakers
will show their ideas in designing DG
schemes for those models as well as the
numerical analysis and implementations.
This minisymposium is supposed to
provide a good opportunity for people
to communicate with researchers from
different concentrations and application
fields and find potential academic
cooperators for future. There will be 4
speakers to present their recent advances
in this minisymposium.

Organizer: Ziyao Xu
Michigan Technological University, U.S.

4:10-4:30 High-order Bound-preserving

Discontinuous Galerkin Method for

Wormhole Propagation Model

Ziyao Xu, Michigan Technological University,
U.S.

4:35-4:55 High-order Discontinuous

Galerkin Schemes for Water Mass

Transport on Curved Surface

Caleb D. Logemann, lowa State University,
U.S.

5:00-5:20 A Discontinuous Galerkin

Method for Gradient Flows

Zheng Sun, Ohio State University, U.S.; Jose
Carrillo, Imperial College London, United
Kingdom; Chi-Wang Shu, Brown University,
U.S.

5:25-5:45 A Discontinuous Galerkin

Method for the Aw-rascle Traffic Flow

Model on Networks

Joshua Buli, University of California,
Riverside, U.S.; Yulong Xing, Ohio State
University, U.S.

Thursday, February 28

MS330

Wave-based Imaging Meets
Machine Learning

4:10 p.m.-5:50 p.m.
Room: 207

Developments in deep convolution
neural networks (DCNNs) are driving
exiting new approaches to problems in
computational imaging. These include
new ways to include learned prior
knowledge via denoisers, auto-encoders,
possibly in combination with unrolling
of optimization schemes that are driven
by local derivative information derived
from a data objectives and physics-based
forward models. While these approaches
have resulted in major improvements in
certain areas of computational imaging,
these gains often rely on extensive
training and on the availability of
accurate (nonlinear) forward models,
their derivatives and adjoints. During
this mini symposium, we would like to
explore possible ways forward to scale
this technology and to make it less reliant
on high-fidelity physics and/or numerics
of the forward model.

Organizer: Tristan van Leeuwen
Utrecht University, The Netherlands

Organizer: Felix Herrmann
Georgia Institute of Technology, U.S.

4:10-4:30 Machine Learning in Seismic

Imaging: from Low-fidelity to High-

fidelity

Felix Herrmann, Ali Siahkoohi, and Mathias
Louboutin, Georgia Institute of Technology,
uU.s.

4:35-4:55 Imaging for Inverse

Scattering Using Learned

Preconditioners

Hassan Mansour, Mitsubishi Electric Research
Laboratories, U.S.; Ajinkya Kadu, Utrecht
University, The Netherlands

5:00-5:20 Scaling Limits of Current

Machine Learning Frameworks and

How to Extend Them

Gerard J. Gorman, Imperial College London,
United Kingdom

5:25-5:45 A Kernel Method for Full
Waveform Inversion

Tristan van Leeuwen, Utrecht University, The
Netherlands

Thursday, February 28

MS331

Recent Innovations in
Restarting and Recycling
Krylov Methods

4:10 p.m.-5:50 p.m.
Room: 401A

Scientists and engineers need to solve
continually more difficult problems that
require better and faster solvers for linear
systems and eigenvalue problems. While
Krylov subspace methods are simple

in concept, they are often complicated

in practice. In this minisymposium we
highlight several important problems and
recent innovations. We will focus mainly
on the techniques of subspace recycling
and polynomial preconditioning.

Organizer: Ronald Morgan
Baylor University, U.S.

Organizer: Eric De Sturler
Virginia Tech, U.S.

4:10-4:30 Using Krylov Subspace
Information for Updating
Preconditioners

Eric De Sturler, Virginia Tech, U.S.

4:35-4:55 Combining Preconditioner
Updates with Krylov Subspace
Recycling for Sequences of Linear
Systems

Arielle K. Carr, Virginia Tech, U.S.

5:00-5:20 Polynomial Preconditioned

GMRES to Reduce Communication in

Parallel Computing

Jennifer A. Loe, Baylor University, U.S.; Heidi
K. Thornquist and Erik G. Boman, Sandia
National Laboratories, U.S.

5:25-5:45 Krylov Methods for Rank-

one Updates of Linear Equations and

Eigenvalues

Ron Morgan, Baylor University, U.S.; Mark
Embree, Virginia Tech, U.S.
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Thursday, February 28

MS332

SIMD Approaches for
Achieving Performance

and Portability on Emerging
Computational Architectures

4:10 p.m.-5:50 p.m.
Room:401B

Single-Instruction Multiple-Data (SIMD)
is a common technique being used

by modern computer architectures to
achieve high performance in a power-
efficient manner by increasing the
availability of fine-grained parallelism.
Two notable examples are the use of
vector instructions on modern CPU
architectures and warps of concurrent
threads on GPU architectures. However
harnessing this fine-grained parallelism
in scientific computing contexts can be
quite challenging due to code complexity,
sparsity and indirection. In this
minisymposium, we explore approaches
for leveraging fine-grained SIMD
parallelism through the use of modern
programming techniques such as operator
overloading, discuss implications for
performance and portability, and present
applications of these ideas within several
scientific computing contexts.

Organizer: Eric Phipps

Sandia National Laboratories, U.S.

Organizer: Siva Rajamanickam
Sandia National Laboratories, U.S.

4:10-4:30 Performance Portable SIMD

Approach Implementing Block Line

Solver For Coupled PDEs

Kyungjoo Kim, Sandia National Laboratories,
U.S.

4:35-4:55 Ensemble Propagation for

Efficient Uncertainty Quantification of

Mechanical Contact Problems

Kim Liegeois and Romain Boman, Université
de Liege, Belgium; Eric Phipps, Sandia
National Laboratories, U.S.; Maarten Arnst,
Université de Liege, Belgium

continued in next column

5:00-5:20 A Performance Portable SIMD

Scalar Type for Effective Vectorization

Across Heterogeneous Architectures

Damodar Sahasrabudhe, University of Utah,
U.S.; Eric Phipps and Siva Rajamanickam,
Sandia National Laboratories, U.S.; Martin
Berzins, University of Utah, U.S.

5:25-5:45 Intel® Vector Math Libraries
and Their Features, Usage, and
Performance Improvements

Marius Cornea, Intel Corporation, U.S.

Thursday, February 28

MS333

Theoretical and
Computational Aspects

in Nonlocal and Material
Science Modeling - Part Il of
!

4:10 p.m.-5:50 p.m.
Room: 401C

For Part 1 see MS201

The mathematics of material science
encompasses a variety of aspects,

from formulating models that describe
material properties and phenomena, to
theoretical investigations, and numerical
simulations. A variety of models
describing local and nonlocal effects have
been shown successful in applications,
their investigation and implementation

in real-world applications is ongoing
attracting the interest of a growing
community. Nonlocal models such as
anomalous diffusion and peridynamics
can incorporate temporal and spatial
nonlocal behaviors due to memory
effects and long-range forces. For
problems where these effects cannot be
neglected, such descriptions are more
accurate than PDEs and have recently
gained popularity. Mathematical analysis
and numerical solutions for nonlocal
problems remain challenges, requiring
new approaches to design robust, efficient
and predictive numerical methods. The
goal of this minisymposium is to bring
together researchers working on different
applications in material science to present
and discuss novel approaches related to
theoretic nonlocal models and present
approaches for their numerical solution.

Organizer: Marta D'Elia

Sandia National Laboratories, U.S.

Organizer: Petronela Radu

University of Nebraska, Lincoln, U.S.

4:10-4:30 Boundary Conditions for

Tempered Fractional Diffusion

Anna Lischke, Brown University, U.S.; James
F. Kelly and Mark Meerschaert, Michigan
State University, U.S.

continued on next page
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Thursday, February 28

MS333

Theoretical and
Computational Aspects

in Nonlocal and Material
Science Modeling - Part Il of
Il

continued

4:35-4:55 Collocation Methods for

the Integral Fractional Laplacian with

Applications

Yanzhi Zhang, Missouri University of Science
and Technology, U.S.

5:00-5:20 A Splitting Method for

the Fast Computation of Nonlocal

Diffusion and Peridynamics Models in

Heterogeneous Media

Xiaochuan Tian, University of Texas at Austin,
U.S.

5:25-5:45 Surface Energy Approach in
Modeling of Nano-objects

Anna Zemlyanova, Kansas State University,
U.s.

Thursday, February 28

MS334

Using Structure for Scalable
Optimization

4:10 p.m.-5:50 p.m.

Room: 402A

The recent explosion of big-data
applications has made it hard for
traditional convex optimization
algorithms to scale. However, in many
real-world applications, problem
structure significantly reduces the space
of plausible solutions. In order to find
these structurally-ideal solutions, often
we employ convex regularizers, either
explicitly or implicitly, for structured
sparsity, such as low-rank or group-
sparse applications. This minisymposium
explores different ways in which
incorporating problem structure may
additionally facilitate the scalability of
these algorithms. Examples include:
designing methods with reduced per-
iteration cost for structured optimization
problems, evaluating the effectiveness
of quick-and-dirty solutions on real-
world problems, and improving the
interpretability of favored heuristic
approaches.

Organizer: Yifan Sun
University of British Columbia, Canada

Organizer: Michael P.

Friedlander

University of British Columbia, Canada

4:10-4:30 Fast Methods for Low-rank

Semidefinite Optimization

Yifan Sun, University of British Columbia,
Canada

4:35-4:55 Certifying Accuracy and

Uniqueness in lll-conditioned Imaging

Problems

Stephen Becker and James Folberth, University
of Colorado Boulder, U.S.

5:00-5:20 Storage-optimal Convex Low
Rank Semidefinite Programming
Madeleine R. Udell, Cornell University, U.S.
5:25-5:45 Manipulating Neural
Networks with Inverse Problems

Tom Goldstein, University of Maryland, U.S.

Thursday, February 28

MS335

Black-box Optimization for
Autotuning

4:10 p.m.-5:50 p.m.
Room: 402B

The challenges related to the optimization
of modern applications targeting current
and future computer architectures raise the
need for systematic methods to handle this
need, where humans are left out of the
equation. Of particular interest to solve
this problem is the use of autotuning.
Given a problem and a parametrized
computer program to solve it, the purpose
of autotuning is to find the values of

the parameters that will yield the best
outcome of the program on the problem
(computation time, memory or energy
consumption, accuracy of the results, ...).
In this minisymposium, the presentations
will highlight new methodologies from
the fields of black-box optimization

and of of machine learning to target the
autotuning needs. Several application
examples will be targeting linear algebra
related topics.

Organizer: Wissam M. Sid-
Lakhdar

Lawrence Berkeley National Laboratory, U.S.

4:10-4:30 On the High Performance

Implementation of Quaternionic Matrix

Operations

David Williams-Young, Lawrence Berkeley
National Laboratory, U.S.

4:35-4:55 From Matrix Multiplication

to Deep Learning: Are We Tuning the

Same Kernel?

Yaohung Tsai, University of Tennessee,
Knoxville, U.S.

5:00-5:20 Asynchronous Model-based-

search for Automatic Performance

Tuning.

Paul D. Hovland, Argonne National
Laboratory, U.S.

5:25-5:45 MultiVerse-Kriging: A

Transfer and Multitask-learning Based

Approach to Autotuning

Wissam M. Sid-Lakhdar, Lawrence Berkeley
National Laboratory, U.S.
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Thursday, February 28

MS336

High-performance Graph
Algorithms

4:10 p.m.-5:50 p.m.
Room: 402C

Graph algorithms are critical for
understanding and manipulating large
sets of relational information from
engineering, science, mathematics, and
data analytics applications. Efficient
execution of these procedures requires
mapping novel spatial and temporal
graph representations to the available
programming models and hardware
systems. This minisymposium continues
the CSE17 symposium of the same name
by bringing together researchers engaged
in the development and application

of high-performance parallel graph
algorithms to discuss recent advances,
challenges, and opportunities for
collaboration.

Organizer: Cameron Smith
Rensselaer Polytechnic Institute, U.S.

Organizer:. George M. Slota

Rensselaer Polytechnic Institute, U.S.

4:10-4:30 Diffusive Load Balancing of
Hypergraphs for Partitioning Evolving
Unstructured Mesh Applications
Gerrett Diamond and Mark S. Shephard,
Rensselaer Polytechnic Institute, U.S.

4:35-4:55 New Models for Streaming

Graphs

David A. Bader, Georgia Institute of
Technology, U.S.

5:00-5:20 Local Algorithms for

Hierarchical Dense Subgraph

Discovery

A. Erdem Sariyuce, University at Buffalo,
U.S.; Seshadhri C, University of California,
Santa Cruz, U.S.; Ali Pinar, Sandia National
Laboratories, U.S.

5:25-5:45 Fast Linear Algebra-based

Triangle Analytics with Kokkos Kernels

Abdurrahman Yasar, Georgia Institute of
Technology, U.S.; Michael Wolf and
Jonathan W. Berry, Sandia National
Laboratories, U.S.; Umit V. Catalyurek,
Georgia Institute of Technology, U.S.

Thursday, February 28

CP18

Numerical PDEs Il
4:10 p.m.-5:50 p.m.
Room: 102C

Chair: Timothy J. Barth, NASA Ames Research

Center, U.S.

4:10-4:25 Hyperbolic Method for

Incompressible Navier-Stokes

Equations on Unstructured Grids

Hyung T. Ahn, University of Ulsan, South
Korea

4:30-4:45 On the Calculation of Exact

Cumulative Distribution Statistics for

Burgers Equation

Timothy J. Barth, NASA Ames Research
Center, U.S.; Jonas Sukys, Swiss Federal
Institute of Aquatic Science and Technology,
Switzerland

4:50-5:05 t Going to Infinity Limit of
Solutions for Linear Advection Problems
Abhijit Biswas, Temple University, U.S.

5:10-5:25 Discontinuous Galerkin

Methods for the Nonlinear Shallow

Water Equations with Horizontal

Temperature Gradients

Jolene Britton, University of California,
Riverside, U.S.; Yulong Xing, Ohio State
University, U.S.

5:30-5:45 Ssp and Positivity for Implicit

Methods

Zoltan Horvath, Széchenyi Istvan University,
Gyor, Hungary

Friday, March 1

Registration
8:00 a.m.-12:00 p.m.

Room: Ballroom Foyer

IP8

Role of Tensors in Machine
Learning

8:30 a.m.-9:15 a.m.

Room:Ballroom 100BC

Chair: Rio Yokota, Tokyo Institute of
Technology, Japan

Tensors are higher order extensions

of matrices that can incorporate
multiple modalities and encode higher-
order relationships in data. After an
introduction to tensor methods, I will
present ways in which tensor methods
can be used in deep learning, as well

as in probabilistic modeling. I will
show that tensor contractions, which
are extensions of matrix products,
provide high rates of compression in

a variety of neural network models. I
will also demonstrate the use of tensors
for document categorization at scale
through probabilistic topic models. These
are available in a python library called
Tensorly that provides a high-level API
for tensor methods and deep tensorized
architectures.

Anima Anandkumar
Amazon and California Institute of
Technology, U.S.

Coffee Break
9:15a.m.-9:45 a.m.

Room:Ballroom Foyer

v
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Friday, March 1

MT4

Firedrake: Automated High
Performance Finite Element
Simulation

9:45a.m.-11:25 a.m.
Room:300D

Firedrake is an automated simulation
system. Users specify finite element
problems mathematically using the
Unified Form Language (UFL) embedded
in Python. High performance parallel
operator and residual assembly is
automatically generated using advanced
compiler technology. Firedrake integrates
with the PETSc framework to provide

a full suite of sophisticated linear and
nonlinear solvers. In this hands-on
Jupyter-based tutorial, you will have

the chance to solve linear and nonlinear
PDEs using Firedrake and try out some
of its advanced features, including:

* Composable Schur complement,
multilevel, and operator-based
preconditioners

* Automated solution of time-dependend
adjoint PDEs using dolfin-adjoint

* Hybridised DG and hybridised mixed
methods.

* Automated exploitation of vectorised
hardware.

David Ham, Imperial College London, United
Kingdom

Lawrence Mitchell, Durham University, United
Kingdom

Thomas H. Gibson, Imperial College London,
United Kingdom

Tianjiao Sun, Imperial College London, United
Kingdom

Friday, March 1

MS337

Tensor Decomposition for
High Performance Data
Analytics - Part | of Il

9:45a.m.-11:25 a.m.

Room: Ballroom 100BC

For Part 2 see MS370

Tensors are higher order generalization of
matrices that map naturally to complex
relationships found in the real world. In
this regard, tensor decomposition has
gained popularity in data analytics due

its ability to identify hidden properties in
large quantities of data. The talks in this
minisymposium will explore state-of-
the-art research into finding efficient and
scalable solutions to decomposing tensors
for data analysis on the latest processors
and accelerators.

Organizer: Jee Choi

IBM T.J. Watson Research Center, U.S.

9:45-10:05 On Optimizing Distributed

Tucker Decomposition for Sparse

Tensors

Jee Choi, IBM T.J. Watson Research Center,
u.s.

10:10-10:30 Tensor Computations:

Efficiency Or Productivity?

Paolo Bientinesi, RWTH Aachen University,
Germany

10:35-10:55 Accelerating Alternating

Least Squares for Tensor Decomposition

by Pairwise Perturbation

Edgar Solomonik, University of Illinois at
Urbana-Champaign, U.S.; Linjian Ma,
University of California, Berkeley, U.S.

11:00-11:20 HPC Formulations of

Optimization Algorithms for Tensor

Completion

Shaden Smith, University of Minnesota, U.S.

Friday, March 1

MS338

Software Productivity and
Sustainability for CSE and
Data Science - Part | of Il

9:45a.m.-11:25 a.m.

Room: Conference Theater

For Part 2 see MS371

Software is the key crosscutting
technology that enables advances in
mathematics, computer science, and
domain-specific science and engineering
to achieve robust simulations and analysis
for predictive science, engineering, and
other research fields. While software

is becoming more complex due to
multiphysics and multiscale modeling,
the coupling of data analytics, and
disruptive changes in computer hardware
(due to increases in typical system scale
and heterogeneity, including GPUs and
additional alternative architectures),
software itself has not traditionally
received focused attention in the CSE
community or been rewarded by that
community. The presenters in this
minisymposterium will address work

that addresses growing technical and
social challenges in software productivity,
quality, and sustainability, and thereby
helps software fulfill its critical role

as a cornerstone of long-term CSE
collaboration. Having a minisymposterium
for these topics provides a natural
gathering point during poster sessions for
informal conversation.

Organizer: David E. Bernholdt
Oak Ridge National Laboratory, U.S.

Organizer: Daniel S. Katz
University of Illinois at Urbana-Champaign,
U.S.

Organizer: Catherine Jones

Science and Technology Facilities Council,

United Kingdom

9:45-10:05 Enabling a Culture of

Developer Productivity and Software

Sustainability

Elaine M. Raybourn, Sandia National
Laboratories, U.S.

continued on next page
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10:10-10:30 Planning to Make Research

Software More Sustainable via a

US Research Software Sustainability

Institute (URSSI)

Daniel S. Katz, University of Illinois at
Urbana-Champaign, U.S.; Jeffrey C. Carver,
University of Alabama, U.S.; Sandra Gesing,
University of Notre Dame, U.S.; Karthik
Ram, University of California, Berkeley,
U.S.; Nicholas Weber, University of
Washington, U.S.

10:35-10:55 CIG Perspectives on 14
Years of Sustaining Software and their
Communities in Geodynamics
Lorraine J. Hwang and Louise Kellogg,
University of California, Davis, U.S.

11:00-11:20 Is It a Project Or a
Business? Perspectives on the
Consideration of Sustainability
Michael Zentner, Purdue University, U.S.

Friday, March 1

MS339

Recent Development of
Numerical Methods for
Optics and Plasmonics - Part
| of ll

9:45a.m.-11:25 a.m.

Room: 102A

For Part 2 see MS372

The main purpose of this minisymposium
is to bring together specialists in the
fields of plasmonics and optics. Driven
by spectacular advances in the design
capabilities of materials at the nanoscale,
there has been recent exponential growth
in the fields of plasmonics and nano-
optics. In particular, algorithm design,
analysis, application and implementations
of mathematical models in the area are
now at the heart everyday technologies
such as seismic imaging, underwater
acoustics, and biomathematics;
nevertheless some very important issues
still remain open. This minisymposium is
meant to be a platform to exchange ideas
on these problems.

Organizer: YoungJoon Hong
San Diego State University, U.S.

Organizer: David P. Nicholls
University of Illinois, Chicago, U.S.

9:45-10:05 A High-order Perturbation

of Surfaces Method for Vector

Electromagnetic Scattering by Doubly

Layered Periodic Crossed Gratings

David P. Nicholls, University of Illinois,
Chicago, U.S.

10:10-10:30 Scattering by a Periodic
Array of Subwavelength Slits I: Field
Enhancement in the Diffraction Regime
Junshan Lin, Auburn University, U.S.

10:35-10:55 Numerical Methods for

Wave Scattering from Multilayered

Media

Min Hyung Cho, University of Massachusetts,
Lowell, U.S.

11:00-11:20 Boundary Integral Equation
Methods for Metasurface Scattering
Carlos Perez-Arancibia, Massachusetts
Institute of Technology, U.S.; Raphael
Pestourie, Harvard University, U.S.;
Steven Johnson, Massachusetts Institute of
Technology, U.S.

Friday, March 1

MS340

Neutrino Transport Methods in
Astrophysics - Part | of Il

9:45a.m.-11:25 a.m.

Room: 102B

For Part 2 see MS373

Core-collapse supernovae (CCSNe)

and compact binary mergers (CBMs)

are cataclysmic astrophysical events
responsible for heavy element synthesis
and the emission of photon, neutrino, and
gravitational wave (GW) signals. They
have long been targets of instruments
covering most of the electromagnetic
(EM) spectrum, and more recently of
neutrino and GW detectors. The recent
detection of a merging binary neutron
star pair in EM and GW channels marked
a breakthrough for multi-messenger
astronomy. Harvesting insights into the
physical processes driving these events
from the wealth of data relies heavily

on sophisticated models requiring
extreme-scale, high-fidelity computing.
These models solve a coupled system

of equations for self-gravity, magneto-
hydrodynamics, and neutrino transport.
In CCSNe and CBMs, lepton and four-
momentum exchange between neutrinos
and matter plays a major role in the
dynamics. However, neutrino-matter
interactions occur under non-equilibrium
conditions and a kinetic description based
on the Boltzmann transport equation is
warranted. As a six-dimensional phase-
space problem, our ability to model these
astrophysical events with satisfactory
realism relies on advances in multi-
physics and multi-scale algorithms, novel
discretization techniques, fast solvers,
and sustainable software. The goal of
this minisymposium is to bring together
researchers working on topics of relevance
to neutrino transport modeling to discuss
recent work and exchange ideas.

Organizer: Eirik Endeve
Oak Ridge National Laboratory, U.S.

Organizer: Christian Cardall
Oak Ridge National Laboratory, U.S.

continued on next page
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Friday, March 1

MS340

Neutrino Transport Methods in
Astrophysics - Part | of Il

9:45a.m.-11:25 a.m.

continued

Organizer: Reuben Budiardja

University of Tennessee, U.S.

9:45-10:05 Neutrino Transport with

Discontinuous Galerkin Methods

Eirik Endeve, Oak Ridge National Laboratory,
U.S.

10:10-10:30 Numerical Methods of
Fully Special and General Relativistic
Boltzmann Neutrino Transport

Hiroki Nagakura, Princeton University, U.S.

10:35-10:55 Three-dimensional Monte

Carlo Neutrino Transport in Neutron Star

Mergers

Sherwood Richers, North Carolina State
University, U.S.

Friday, March 1

MS341

Stochastic Modeling and
Algorithms for Complex
Physical Systems - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 102C

For Part 2 see MS374

This minisymposium focuses on

the fundamental problem of how to
approximate solutions of both forward and
inverse stochastic systems. Predicting the
behavior of complex physical processes
relies on constructing and solving
stochastic systems in high dimensional
spaces, particularly in the case when

the input data (coefficients, forcing

terms, initial and boundary conditions,
geometry) are affected by large amounts
of uncertainties. We will highlight recent
advances in theory and algorithms for
stochastic systems, as well as their
applications in uncertainty quantification,
machine learning, computational fluid
dynamics, statistical mechanics, etc.

This minisymposium will bring together
researchers from across the applied and
computational mathematics communities
to discuss recent advances, identify future
direction, and promote new collaborations
on stochastic methods.

Organizer: Miroslav Stoyanov
Oak Ridge National Laboratory, U.S.

Organizer: Tao Zhou

Chinese Academy of Sciences, China

9:45-10:05 Hypocoercivity Based

Sensitivity and Numerical Analyses for

Kinetic Equations with Uncertainty

Shi Jin, Shanghai Jiao Tong University, China,
and the University of Wisconsin, U.S.

10:10-10:30 A Multi-fidelity Model
Reduction Based on Variable-
separation for Uncertainty
Quantification

Lijian Jiang, Tongji University, China

10:35-10:55 Efficient Minimum Action

Methods for Transition Path Computing

in Noise-driven Non-gradient Systems

Haijun Yu, Institute of Computational
Mathematics, China

11:00-11:20 Sparse Approximation

of Data-driven Polynomial Chaos

Expansions and their Applications in UQ

Ling Guo and Yongle Liu, Shanghai Normal
University, China; Tao Zhou, Chinese
Academy of Sciences, China

Friday, March 1

MS342

Low Mach Number AMR
Combustion Simulations with
PelelLM - Part | of Il

9:45a.m.-11:25 a.m.

Room: 102D

For Part 2 see MS375

PeleLLM is a code for evolving chemically
reacting low Mach number flows with
block-structured adaptive mesh refinement
(AMR). The code features an iterative
time step that efficiently couples together
advection, diffusion and chemical
reactions, each potentially evolving with
different time scales, all while evolving
the numerically conservative discretization
across multiple levels of mesh refinement
on a manifold where the equation of
state is always satified. PeleLM is being
used to study the details of turbulence-
chemistry interaction in both premixed
and diffusion flame configurations, from
small-scale laboratory experiments to
large-scale pool fires and wildfires, while
it is being simultaneously improved and
extended to incorporate new physics, and
to run efficiently on emerging computing
hardware platforms. In this set of talks,
we outline the current capabilities of
PeleLLM via several different combustion-
specific applications, and discuss
improvements to the code that are under
development and supported by DOE's
Exascale Computing Project. These
improvements include arbitrary (CAD-
based) 3D geometries, electric field effects
on charged particles, and incorporation
of real gas and closed-chamber
pressurization effects. We also discuss
further extensions to the PeleLM time
stepping scheme to support high-order
methods, and implementation strategies
used in PeleLM for many-core and GPU-
based large-scale computing platforms.

Organizer: Marcus Day
Lawrence Berkeley National Laboratory, U.S.

continued on next page
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9:45-10:05 Pelelm Overview: Existing

and in-Progress Features and Plans for

AMR Low Mach Number Combustion

Simulation on the Desktop and at the

Exascale

Marcus Day, Lawrence Berkeley National
Laboratory, U.S.

10:10-10:30 Direct Numerical

Simulation of Mixture Formation and

Ignition under Multi-injection Diesel

Relevant Conditions

Martin Rieth, Sandia National Laboratories,
U.S.; Marcus Day, Lawrence Berkeley
National Laboratory, U.S.; Jacqueline Chen,
Sandia National Laboratories, U.S.

10:35-10:55 Turbulence-chemistry

Interactions for Lean Premixed Flames

Debolina Dasgupta, Georgia Institute of
Technology, U.S.; Marcus Day, Lawrence
Berkeley National Laboratory, U.S.; Andrew
Aspden, Newcastle University, United
Kingdom; Timothy Lieuwen, Georgia
Institute of Technology, U.S.

11:00-11:20 A Numerical Strategy for

Unsteady Simulation of Low Mach

Number Reacting Flows Subject to

Electric Fields

Lucas Esclapez, Valentina Ricchiuti, and
Marcus Day, Lawrence Berkeley National
Laboratory, U.S.

Friday, March 1

MS343

Data-augmented Reduced-
order Modeling: Operator
Learning and Closure/error
Modeling - Part | of Il

9:45a.m.-11:25 a.m.

Room: 111A

For Part 2 see MS376

As the availability of experimental and
computational data has exploded in recent
years, an important question has arisen in
computational science and engineering:
How can these data be exploited

to improve the predictive capacity

of dynamical system models? This
minisymposium focuses on reduced-order
models (ROMs) of dynamical systems,
which are attractive due to their low
simulation cost. In this setting, we explore
three emerging classes of techniques that
leverage the availability of experimental
and computational data to construct and
improve ROMs: (1) methods that learn
low-dimensional dynamical-system
operators from data (e.g., dynamic mode
decomposition, operator inference), and
(2) closure and error-modeling techniques
(e.g., Mori—Zwanzig) for ROMs.

Organizer: Kevin T. Carlberg
Sandia National Laboratories, U.S.

Organizer: Boris Kramer
Massachusetts Institute of Technology, U.S.

9:45-10:05 Data-driven Dynamical
Systems Modeling
Serkan Gugercin, Virginia Tech, U.S.

10:10-10:30 Operator Inference on

Manifolds for Learning Physically

Consistent Models from Data

Nihar Sawant, New York University, U.S.;
Benjamin Peherstorfer, Courant Institute
of Mathematical Sciences, New York
University, U.S.

10:35-10:55 Data-driven Linear

Parameter Varying Control of Wind

Farms

Jennifer Annoni, National Renewable Energy
Laboratory, U.S.

11:00-11:20 Nonintrusive Nonlinear

Model Reduction via Machine-learning

Approximations to Low-dimensional

Operators

Zhe Bai, University of Washington, U.S.;
Kevin T. Carlberg and Ligian Peng, Sandia
National Laboratories, U.S.; Steven Brunton,
University of Washington, U.S.

Friday, March 1

MS344

Inverse Problems in Machine
Learning - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 111B

For Part 2 see MS377

Machine learning has been a fast growing
area of research since the beginning of
the 21st century due to the advent of
computing resources and availability of
data. Many of the questions of interest

in machine learning can be formulated

as inverse problems and vice versa.
Therefore, it is not surprising that the
developments in these two seemingly
separate fields are in fact closely related.
In this symposium we bring together
researchers working at the intersection of
machine learning and inverse problems to
discuss recent advances, challenges and
strategies in each area, aiming to promote
cross-pollination and exchange of ideas
that lead to new directions of research in
both communities.

Organizer: Bamdad Hosseini
California Institute of Technology, U.S.

9:45-10:05 On the Information Capacity

of Neural Networks

Gerald Friedland, University of California,
Berkeley and Lawrence Livermore National
Laboratory, U.S.

10:10-10:30 Bayesian Inference Using

Adaptive Gaussian Process Models

with Application to Cosmology

Timur Takhtaganov, Lawrence Livermore
National Laboratory, U.S.; Zarija Lukic,
Juliane Mueller, and Dmitriy Morozov,
Lawrence Berkeley National Laboratory,
uU.s.

10:35-10:55 Learning-based Predictive

Models: A New Approach to

Integrating Large-scale Simulations

and Experiments

Brian Spears, Lawrence Livermore National
Laboratory, U.S.

11:00-11:20 Algorithmic Regularization

for Machine Learning

Luigi Carratino, Universita' degli Studi di
Genova, Italy; Alessandro Rudi, Inria,
France; Lorenzo Rosasco, Instituto Italiano
di Technologia, Italy and Massachusetts
Institute of Technology, U.S.
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Friday, March 1

MS345

Optimal Experimental Design
for Inverse Problems - Part |
of Il

9:45 a.m.-11:25 a.m.

Room: 111C

For Part 2 see MS378

Good experimental data is critical for
parameter inference in complex physical
systems and enables subsequent robust
decision making. The collection of
useful experimental data, however, is
arduous and expensive. It is therefore
imperative to design experiments in an
optimal manner, subject to physical or
budgetary constraints while incorporating
prior information. Leveraging simulation
models, the computational cost of model-
based optimal experimental design
(OED) can be prohibitively expensive

in many applications of interest. This
minisymposium explores advances in
numerical methods for OED of Inverse
Problems.

Organizer: Xun Huan
University of Michigan, U.S.

Organizer: Jayanth Jagalur

Mohan
Massachusetts Institute of Technology, U.S.

9:45-10:05 Large-scale Optimal
Experimental Design for Bayesian
Nonlinear Inverse Problems
Peng Chen and Omar Ghattas, University
of Texas at Austin, U.S.; Umberto Villa,
Washington University, St. Louis, U.S.; Keyi
Wau, University of Texas at Austin, U.S.

10:10-10:30 A Sequential Greedy MM

Framework for Optimal Experimental

Design with Non-submodular

Objectives

Jayanth Jagalur Mohan and Youssef M.
Marzouk, Massachusetts Institute of
Technology, U.S.

continued in next column

10:35-10:55 Efficient A-Optimal

Experimental Design for Bayesian

Linear Inverse Problems Using

Randomized Estimators and

Reweighted $\ell_1$ Minimization

Elizabeth Herman, Alen Alexanderian, and
Arvind Saibaba, North Carolina State
University, U.S.

11:00-11:20 Optimal Experimental

Design for Constraint Inverse Problems

Matthias Chung, Virginia Tech, U.S.; Lars
Ruthotto, Emory University, U.S.; Julianne
Chung, Virginia Tech, U.S.

Friday, March 1

MS346

Derivative-free and Global
Optimization - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 300A

For Part 2 see MS379

Optimization problems arising in

various science applications, such as
engineering design, environmental
applications, physics simulations, etc.
require the development of new numerical
optimization methods that efficiently and
effectively find the optimal solutions.
The objective functions are often multi-
modal, computationally expensive, and
black-box (their analytic descriptions

and derivatives are not available). Often,
the presence of stochasticity further
increases the difficulty of solving these
problems. New numerical optimization
methods that do not rely on gradient
information of the objective function and
that are able to globally explore as well
as locally search the parameter domain
are therefore needed. The speakers in this
minisymposium will present their recent
developments of optimization methods
that employ, among others, adaptive
sampling methods, approximations of the
objective functions, and the exploitation
of any available problem structure to solve
these difficult problems.

Organizer: Julione Mueller
Lawrence Berkeley National Laboratory, U.S.

Organizer: Matt Menickelly

Argonne National Laboratory, U.S.

9:45-10:05 Derivative-free Optimization

of Computationally Expensive

Functions with Noisy Data

Juliane Mueller, Lawrence Berkeley National
Laboratory, U.S.

10:10-10:30 Manifold Sampling for

Optimization of Composite Nonsmooth

Functions

Jeffrey Larson, Matt Menickelly, and Stefan
Wild, Argonne National Laboratory, U.S.

10:35-10:55 Quantile Adaptive Search

and Partition-based Algorithms for

Global Optimization

Zelda B. Zabinsky and David Linz, University
of Washington, U.S.

continued on next page
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11:00-11:20 A Derivative-free

Approach for Complex Problems

Danny D'Agostino, University of Rome,
Italy; Matteo Diez, CNR-INSEAN, Italy;
Giampaolo Liuzzi, CNR, Italy; Stefano
Lucidi, Universita di Roma "La Sapienza",
Italy; Riccardo Pellegrini, CNR-INSEAN,
National Research Council-Marine
Technology Research Institute, Italy;
Francesco Rinaldi, University of Padova,
Italy; Andrea Serani, CNR-INSEAN,
National Research Council-Marine
Technology Research Institute, Italy

Friday, March 1

MS347

Advances in Global
Sensitivity Analysis with
Applications to Complex
Systems - Part | of

9:45a.m.-11:25 a.m.

Room: 300B

For Part 2 see MS380

The traditional framework of global
sensitivity analysis (GSA) considers
scalar-valued quantities of interest
(Qols) that are functions of statistically
independent inputs. The sensitivity of
the Qols to the inputs are determined
using a number of classical methods
such as Sobol’ indices, Morris screening,
or derivative based global sensitivity
measures. To extend the applicability

of GSA methods to broader classes

of problems, such as problems with
correlated inputs or problems with
vectorial and functional outputs with high-
dimensional parameters, new methods
are needed. This minisymposium will
highlight some of the recent advances in
GSA and present recent generalizations
and alternatives. Areas of particular
interest are problems with dependent
inputs, problems with vectorial or
functional outputs, and applications of
GSA in complex physical systems.

Organizer: Alen Alexanderian
North Carolina State University, U.S.

Organizer: Helen Cleaves
North Carolina State University, U.S.

Organizer: Pierre Gremaud

North Carolina State University, U.S.

9:45-10:05 Derivative Based Global

Sensitivity Analysis and Dimension

Reduction for Models with Function-

valued Outputs

Helen Cleaves, Alen Alexanderian, Hayley
Guy, and Ralph Smith, North Carolina State
University, U.S.; Meilin Yu, University of
Maryland, Baltimore County, U.S.

continued in next column

10:10-10:30 Exploiting Low-rank

Structure for Sensitivity Analysis in Earth

System Models

Cosmin Safta and Khachik Sargsyan, Sandia
National Laboratories, U.S.; Daniel
Ricciuto, Oak Ridge National Laboratory,
U.S.; John D. Jakeman, Sandia National
Laboratories, U.S.; Alex Gorodetsky,
University of Michigan, U.S.

10:35-10:55 Global Sensitivity Analysis

for Multilevel Scramjet Computations

Xun Huan, University of Michigan, U.S.;
Cosmin Safta, Zachary Vane, Guilhem
Lacaze, Joseph C. Oefelein, and Habib N.
Najm, Sandia National Laboratories, U.S.

11:00-11:20 Probability-space

Modeling for Global Sensitivity Analysis

Sankaran Mahadevan, Vanderbilt University,
U.S.; Zhen Hu, University of Michigan,
Dearborn, U.S.
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Friday, March 1

MS348

Guidance from Early
Applications of Quantum
Computers

9:45 a.m.-11:25 a.m.
Room: 300C

Quantum computers (QCs) based on
quantum annealing continue to grow
rapidly in their delivered performance
and the variety of applications

being implemented on them. As the
computational science community
eagerly awaits fulfillment of the promise
of dramatically higher computational
performance, guidance from those early
applications appears high value. This
minisymposium aims to identify and
disseminate successful methods for using
these early QCs.

Organizer: Steve P. Reinhardt
D-Wave Systems, Inc., U.S.

Organizer: Scott Pakin

Los Alamos National Laboratory, U.S.
9:45-10:05 Logic Programming for
Quantum Annealers

Scott Pakin, Los Alamos National Laboratory,
U.S.

10:10-10:30 Applications of Quantum

Computing in Computational

Chemistry

Scott N. Genin, OTI Lumionics Inc., Canada;
Ilya Ryabinkin and Artur Izmaylov,
University of Toronto, Canada

10:35-10:55 Solving Industrial Network-

optimization Problems on a Quantum

Computer

Sheir Yarkoni, D-Wave Systems, Germany

11:00-11:20 Material Simulation on

D-Wave

Michael Streif and Florian Neukart,
Volkswagen, Germany

Friday, March 1

MS349

BE: Wrap-up Session
9:45 a.m.-11:25 a.m.
Room: 302A

Organizer. Mary Ann E. Leung

Sustainable Horizons Institute, U.S.

Friday, March 1

MS350

Multiscale and Domain
Decomposition Approaches
for PDEs with Rough
Coefficients - Part | of Il

9:45a.m.-11:25 a.m.

Room: 302B

For Part 2 see MS382

Classical Lagrangian finite element
methods are challenged by multi-scale
problems due to the range of scales
present in the problem. Over the last
years, many discretization methods have
been proposed to enable the accurate,
efficient, and robust solution of these
complex models. Examples include the
Multi-scale Finite Element Method (and
its variants, such as the Generalized
Multi-scale Finite Element Method --
GMSsFEM), the mixed multi-scale finite
element, the Heterogeneous Multi-scale
Method (HMM), multiscale methods
based on a orthogonal decomposition

of the space (such as the LOD),

adaptive multi-scale methods, ... Such
discretization methods often rely on
approximation subspaces that incorporate
specialized knowledge of the partial
differential equation. Similar ideas appear
in the context of preconditioners (or linear
solvers) based on domain decomposition
to build enhanced coarse spaces. The
objective of this mini-symposium is to
gather presentations where approximation
subspaces incorporating specialized
knowledge of the multi-scale partial
differential equation are used either for
the discretization method and/or for the
linear solver.

Organizer: Ulrich Hetmaniuk
University of Washington, U.S.

Organizer: Frederic Legoll

Ecole Nationale des Ponts et Chaussées,

France

9:45-10:05 Domain Decomposition

Method for High Dimensional

Stochastic Systems

Srikara Pranesh, University of Manchester,
United Kingdom; Debraj Ghosh, Indian
Institute of Science, Bangalore, India

continued on next page
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10:10-10:30 The Schwarz Alternating

Method for Concurrent Multiscale in

Finite Deformation Solid Mechanics

Alejandro Mota and Irina K. Tezaur, Sandia
National Laboratories, U.S.; Coleman
Alleman, ; Gregory Phlipot, California
Institute of Technology, U.S.

10:35-10:55 Robust Model Reduction for

High-contrast Problems

Marcus Sarkis, Worcester Polytechnic Institute,
U.S.; Alexandre L. Madureira, Laboratorio
Nacional de Computacao Cientifica, Brazil

11:00-11:20 Reducing the Resonance
Error in Numerical Homogenization
Through Parabolic Micro Problems
Edoardo Paganoni, Assyr Abdulle, and
Doghonay Arjmand, Ecole Polytechnique
Fédérale de Lausanne, Switzerland

Friday, March 1

MS351

Recent Advances in
Numerical Methods for
Multiphase Flow Problems -
Part | of Il

9:45 a.m.-11:25 a.m.

Room: 303A

For Part 2 see MS383

In nature and environment, rain, snow,
fog, avalanches, mud slides, sediment
transport, debris flows are all examples
of multiphase flow where the behaviour
of the phases are studied in different
fields of natural science. Phase field
method, or called diffusive interface
approach, as a powerful numerical tool
for simulating free interfacial motions,
had been widely used in modeling and
numerical approaches for multiphase flow
problems. In this mini-symposium, the
experts are expected to communicate the
new idea, share their recent advances in
the modeling, numerical Methods for, but
not limited to, the phase field approach,
as well as their applications in material
science, fluid mechanics, etc.

Organizer: Xiaofeng Yang
University of South Carolina, U.S.

Organizer: Jia Zhao

Utah State University, U.S.

9:45-10:05 Phase-field Simulations of
Contact Angle Hysteresis

Pengtao Yue, Virginia Tech, U.S.

10:10-10:30 Immersed Boundary

Method in Computational Cardiology

Li Cai, Northwestern Polytechnical University,
China

10:35-10:55 A Diffuse Domain

Approach for Two Phase Flow in

Complex Geometries

Zhenlin Guo, University of California, Irvine,
U.S.

11:00-11:20 Thermodynamically
Consistent Phase-field Models and
Their Numerical Approximations
Jia Zhao, Utah State University, U.S.

Friday, March 1

MS352

Recent Developments in
Model Order Reduction
Methods - Part | of |l

9:45 a.m.-11:25 a.m.

Room: 303B

For Part 2 see MS384

An increase in demands for simulations
of complex systems has motivated active
developments in model order reduction.
We discuss several recent developments
in model order reduction methods
addressing challenges such as high
dimensional parameter space, expensive
offline phase. We also discuss how model
reduction algorithms are developed in
specific domains such as fluid control of
quadratic systems, advection-dominated
high-gradient structure systems, coupled
flow-geomechanics problems, finite time
Lyapunov exponents, and poroelastic
media.

Organizer: Youngsoo Choi
Lawrence Livermore National Laboratory,
U.S.

9:45-10:05 Accelerating Training Phase

in Time-dependent Nonlinear Model

Order Reduction

Youngsoo Choi, Lawrence Livermore National
Laboratory, U.S.; Deshawn Coombs,
Syracuse University, U.S.; Robert W.
Anderson, Lawrence Livermore National
Laboratory, U.S.

10:10-10:30 Data-driven Reduced

Order Modeling for Parametrized

Problems

Mengwu Guo and Jan S. Hesthaven, Ecole
Polytechnique Fédérale de Lausanne,
Switzerland

10:35-10:55 Reduced-order Models for

Advection-dominated Systems

Philipp Schulze, Technische Universitit Berlin,
Germany

11:00-11:20 Interpolatory Model
Reduction and Control of Quadratic
Systems

Jeff Borggaard, Virginia Tech, U.S.
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Friday, March 1

MS353

Mathematics of Energy
Materials - Part | of I

9:45a.m.-11:25 a.m.

Room: 201C

For Part 2 see MS385
Featured Minisymposium

Dramatically improved performance of
energy storage devices, e.g., batteries

and capacitors, is a prerequisite for
successful energy transition. Porous
materials are a key component in most of
such devices. This minisymposium deals
with innovative approaches to modeling,
simulations, and design of energy storage
devices, including development of new
porous materials.

Organizer: llenia Battiato
Stanford University, U.S.

Organizer: Daniel M.

Tartakovsky
Stanford University, U.S.

Organizer: John H. Cushman
Purdue University, U.S.

9:45-10:05 Homogenization-informed
Convolutional Neural Networks for
Identification of Effective Properties of
Energy Storage Devices

llenia Battiato, Stanford University, U.S.

10:10-10:30 Microstructurally-induced

Properties and Degradation in Lithium-

ion Batteries

Aniruddha Jana, Abhas Deva, Alfonso
Campos, and Lucas D. Robins, Purdue
University, U.S.; Ilenia Battiato, Stanford
University, U.S.; Edwin Garcia, Purdue
University, U.S.

10:35-10:55 Predictive Probabilistic

Graphical Models for Energy Materials

Markos A. Katsoulakis, University of
Massachusetts, Amherst, U.S.; Eric J. Hall,
RWTH Aachen, Germany

11:00-11:20 Optimal Design of

Nanoporous Materials for Electrical

Storage Devices

Xuan Zhang, GEICO, U.S.; Daniel M.
Tartakovsky, Stanford University, U.S.

Friday, March 1

MS354

Next Generation FFT
Algorithms in Theory

and Practice: Parallel
Implementations, Sparse FFTs,
and Applications - Part | of I

9:45 a.m.-11:25 a.m.

Room: 202A

For Part 2 see MS386

The fast Fourier Transform (FFT) is

an algorithm used in a wide variety of
applications, yet does not make optimal
use of many current hardware platforms.
Hardware utilization performance on its
own does not however imply optimal
problem solving. The purpose of this
minisymposium is to enable exchange of
information between people working on
alternative FFT algorithms such as sparse
and non uniform FFTs, to those working
on FFT implementations, in particular for
parallel hardware.

Organizer: Daisuke Takahashi
University of Tsukuba, Japan

Organizer: Mark lwen
Michigan State University, U.S.

Organizer: Samar A. Aseeri
King Abdullah University of Science &
Technology (KAUST), Saudi Arabia

Organizer: Benson K. Muite

University of Tartu, Estonia

9:45-10:05 Implementation of Parallel

3-D Real FFT with 2-D Decomposition

on Intel Xeon Phi Clusters

Daisuke Takahashi, University of Tsukuba,
Japan

10:10-10:30 Discrete Sparse

Fourier Transforms: Faster Stable

Implementations with Guarantees

Mark Iwen, Sami Merhi, and Ruochuan Zhang,
Michigan State University, U.S.

10:35-10:55 Getting Best Performance
of Memory Bandwidth Limited
Algorithms with Intel MKL

Alexander Kalinkin, Intel Corporation, U.S.

11:00-11:20 Implementation of Sparse

FFT with Structured Sparsity

Sina Bittens, University of Goettingen,
Germany; Ruochuan Zhang and Mark Iwen,
Michigan State University, U.S.

Friday, March 1

MS355

High-order Discretizations
and Quadrature for Integral
Equation Methods - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 202B

For Part 2 see MS387

Integral equation methods are a powerful
set of techniques for simulating physical
systems accurately and efficiently.

They have been employed with great
success in the design of devices in

many fields such as audio equipment,
microfluidic devices, photonic devices,
and biomedical equipment. Recent years
have seen tremendous improvement in
the precision and complexity of devices
which can be manufactured necessitating
the development of new computationally-
efficient high-precision numerical tools
for complex geometries. In integral
equation methods the solutions are
typically represented as singular integrals,
requiring efficient discretization and
quadrature methods. Existing methods
include skeletonization based approaches,
generalized Gaussian quadrature, and
quadrature by expansion. When coupled
with fast algorithms the resulting
discretizations yield solvers scaling
linearly in the number of degrees of
freedom. Two critical avenues of research
are improving performance in complex
geometries and in three dimensions, as
well as developing automatically adaptive
discretizations which resolve complexity
in geometry and input data. The talks in
this mini-symposium are focused on the
construction of efficient Nystrom methods
and associated high-order quadrature
methods for surfaces in three dimensions;
the design of automatically adaptive
discretizations in moving geometries; and
the detailed analysis of singularities of
solutions near corners and edges.

Organizer. Manas N. Rachh
Simons Foundation and Flatiron Institute, U.S.

Organizer: Jeremy Hoskins
Yale University, U.S.

continued on next page
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Organizer: Kirill Serkh

Yale University, U.S.

9:45-10:05 An Overview of Nystrom
(and Not-So-Nystrom) High-order
Surface Quadratures for Fast Solvers
Alex H. Barnett, Simons Foundation, U.S.

10:10-10:30 Integral Equation Methods

for the Heat Equation in Moving

Geometries

Jun Wang, Simons Foundation, U.S.; Leslie
Greengard, Simons Foundation and Courant
Institute of Mathematical Sciences, New
York University, U.S.

10:35-10:55 An Adaptive Technique for
2D Boundary Integral Equation.
Yabin Zhang, Rice University, U.S.

11:00-11:20 An Efficient and High Order

Accurate Solution Technique for Three

Dimensionail Elliptic Partial Differential

Equations

Natalie N. Beams and Adrianna Gillman, Rice
University, U.S.

Friday, March 1

MS356

Modeling Resource
Utilization and Contention
in HPC System-Application
Interactions - Part | of I

9:45 a.m.-11:25 a.m.

Room: 202C

For Part 2 see MS388

Application performance, system
throughput and stability, and procurement
specifications can be improved by better
understanding of applications' resource
requirements and the performance
impacts of resource contention within

a site's workload. Production data can
potentially provide the most accurate
insights, however, quantification of
resource utilization and contention impact
may be difficult empirically because
relationships between such data and
performance are largely inferential and
controlled conditions for experimentation
are difficult to obtain in production.
Conversely, theoretical models developed
in the design phase of large-scale systems
have missed large-scale contention
scenarios and may not capture the range
of behavior of time-dependent production
workloads. Advances in instrumentation
and large data analytical and visual
techniques can improve our ability to
develop data-driven models with the
fidelity to capture events of interest.
Efficient techniques for assessing near-
term system behavior with respect to
models can enable runtime responses

to improve operations and be used for
model feedback to improve confidence.
We bring together experts to discuss
current techniques and experiences in
developing and validating models and
characterizations of resource utilization
and contention; exploring data to
determine and affirm model dependencies;
and extracting insights from models to
dynamically effect improved performance
and operations.

Organizer: James Brandt
Sandia National Laboratories, U.S.

Organizer: Ann Gentile
Sandia National Laboratories, U.S.

continued in next column

Organizer: Zbigniew Kalbarczyk
University of Illinois at Urbana-Champaign,
U.S.

9:45-10:05 Extracting Actionable

System-application Performance

Factors

James Brandt and Ann Gentile, Sandia
National Laboratories, U.S.; Jonathan Cook,
New Mexico State University, U.S.

10:10-10:30 Holistic Performance

Diagnosis for HPC Workflows

Karen L. Karavanic, Portland State University,
U.S.

10:35-10:55 Performance Analysis of

a Multi-application Plasma Surface

Interactions Workflow

Philip C. Roth, Oak Ridge National
Laboratory, U.S.; Ane Lasa, Sophie
Blondel, and Timothy Younkin, University
of Tennessee, Knoxville, U.S.; Jon Drobny,
University of Illinois at Urbana-Champaign,
U.S.; Mark Cianciosa and Wael R. Elwasif,
Oak Ridge National Laboratory, U.S.;
Davide Curreli, University of Illinois at
Urbana-Champaign, U.S.; John Canik and
David E. Bernholdt, Oak Ridge National
Laboratory, U.S.; Brian Wirth, University of
Tennessee, Knoxville, U.S.

11:00-11:20 Challenges and

Opportunities in Capturing, Modeling,

and Actively Managing Power and

Energy Usage on HPC Systems

Martin Schulz, Technische Universitaet
Muenchen, Germany
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MS357

Divide and Conquer
Strategies for Large-scale
Eigenvalue Problems - Part |
of Il

9:45a.m.-11:25 a.m.

Room: 203

For Part 2 see MS389

This minisymposium presents recent
advances in large-scale eigenvalue
computations based on divide-
and-conquer strategies. These new
methodologies aim to handle problems
that are often found challenging for
traditional algorithms, namely, extracting
a large number of eigenvalues from a
large and sparse matrix, or extracting
eigenvalues that are deep inside the
spectrum. The presented techniques
include spectrum slicing methods,
polynomial and rational filtering,
algorithms based on contour integration,
etc, along with Krylov subspace methods
or subspace iterations. We bring together
numerical analysts who study these
techniques with different methodologies
and also physicists who initiate an effort
to assemble the different ideas to solve
problems in real applications.

Organizer: Ruipeng Li
Lawrence Livermore National Laboratory,
U.S.

Organizer: Yuanzhe Xi
Emory University, U.S.

Organizer: Edoardo A. Di Napoli

Jiilich Supercomputing Centre, Germany

9:45-10:05 The EVSL Package for

Symmetric Eigenvalue Problems

Yousef Saad, University of Minnesota, U.S.;
Ruipeng Li, Lawrence Livermore National
Laboratory, U.S.; Yuanzhe Xi, Emory
University, U.S.

10:10-10:30 A Contour Intergral-based

Stochastic Estimator for Eigenvalue

Counts of Generalized Eigenproblems

Yasunori Futamura, Takahiro Yano, Akira
Imakura, and Tetsuya Sakurai, University of
Tsukuba, Japan

continued in next column

10:35-10:55 Beyond Automated
Multilevel Substructuring: Domain
Decomposition with Rational Filtering
Vasileios Kalantzis, University of Minnesota,
U.S.; Yuanzhe Xi, Emory University, U.S.;
Yousef Saad, University of Minnesota, U.S.

11:00-11:20 Lanczos Bidiagonalization,

Orthogonal Polynomials, and Singular

Value Distributions

Anthony P. Austin, Argonne National
Laboratory, U.S.

Friday, March 1

MS358

Advances in Multi-method
Time Discretizations of
Evolutionary PDEs - Part | of Il

9:45 a.m.-11:25 a.m.

Room:205

For Part 2 see MS390

Simulations of systems modeled by
large time dependent partial differential
equations faces challenges posed by

the interaction of multiple physical
processes and the existence of multiple
dynamical scales. Time discretization is
an essential ingredient of the solution
process that determines the overall
accuracy and stability of the solution,
the computational efficiency, and

the data dependencies in a parallel
environment. This minisymposium
highlights recent developments in time
stepping methods for large evolutionary
PDEs. Topics include, but are not
restricted to, partitioned methods for
multiphysics systems, multirate schemes,
approaches based on a minimal amount
of implicitness to achieve stability
without sacrificing computational
efficiency, methods that preserve special
properties of the underlying system (such
as monotonicity), and approaches that
improve the scalable parallel performance
in the context of large applications.

Organizer: Adrian Sandu
Virginia Tech, U.S.

Organizer: Michael Guenther
Bergische Universitdt Wuppertal, Germany
9:45-10:05 A Class of Multirate
Infinitesimal GARK Schemes

Adrian Sandu, Virginia Tech, U.S.

10:10-10:30 On the Derivation of a

New Class of Multirate Methods Based

on Exponential Integrators

Vu Thai Luan, Southern Methodist University,
U.S.

10:35-10:55 Exponential Propagation in

Time Integration.

Mayya Tokman, University of California,
Merced, U.S.

11:00-11:20 Partitioned Exponential

Methods for Stiff Differential EqQuations

Mahesh Narayanamurthi and Adrian Sandu,
Virginia Tech, U.S.
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Friday, March 1

MS359

Computational Methods
for Data Assimilation and
Uncertainty Quantification -
Part | of Il

9:45a.m.-11:25 a.m.

Room: 206A

For Part 2 see MS391

Model-based computer simulations about
large-scale physical phenomena such as
the atmosphere provide invaluable, yet
uncertain, prediction of the evolution

of the physical system. The model
forecasts are corrected based on other
available sources of information including
measurements of reality, i.e. observations.
Observational data are fused with model-
based forecast, through the process of data
assimilation, to estimate the trajectory or
state of dynamical systems. This method
has been extensively used in meteorology,
hydrology, oceanography among other
applications, to make accurate predictions
about the state of these systems. The
quality of the output of a data assimilation
procedure is critically dependent on the
data acquisition strategy, and thus an
optimal experimental design is required
for sensor placement. The focus of this
minisymposium is on recent advances

in computational methods for data
assimilation, uncertainty quantification,
sensor placement, and data acquisition.

Organizer: Ahmed Atftia
Argonne National Laboratory, U.S.

Organizer: Vishwas Roo

Argonne National Laboratory, U.S.

9:45-10:05 An Optimal Experimental

Design Framework for Adaptive

Inflation and Covariance Localization

for Ensemble Filters

Ahmed Attia and Emil M. Constantinescu,
Argonne National Laboratory, U.S.

continued in next column

10:10-10:30 Goal Oriented Sensor

Placement for Large-scale Inverse

Problems Under Model Uncertainty

Alen Alexanderian, North Carolina State
University, U.S.; Ahmed Attia, Argonne
National Laboratory, U.S.; Noemi Petra,
University of California, Merced, U.S.;
Arvind Saibaba, North Carolina State
University, U.S.; Georg Stadler, Courant
Institute of Mathematical Sciences, New
York University, U.S.

10:35-10:55 Adaptive Multivariate

Schur Product Localization in

Ensemble-based Filters

Andrey Popov, Virginia Polytechnic Institute
and State University, U.S.; Adrian Sandu,
Virginia Tech, U.S.

11:00-11:20 Title Not Available
Roland Potthast, Universitaet Goettingen,
Germany

Friday, March 1

MS360

Numerical Methods for
Biological Fluid Dynamics -
Part | of Il

9:45a.m.-11:25 a.m.

Room: 206B

For Part 2 see MS392

Fluid flows are essential to life across

a wide range of length and time scales,
from the swimming of whales in a
turbulent ocean environment to the
motion of proteins inside of cells. The
behaviors exhibited by biological fluids
are rich and counterintuitive, given non-
Newtonian effects generated by suspended
structures that may be passively elastic

or actively forcing the fluid out of
equilibrium. Dealing with this complex
and varied phenomenology requires
original computational approaches. In this
minisymposium we present a selection

of promising recent developments in the
field, including fluid-structure interaction
and coarse-grained active matter models,
and applications such as jellyfish
swimming and intracellular motion.

Organizer: Thomas Fai
Brandeis University, U.S.

Organizer: Chris H. Rycroft
Harvard University, U.S.

9:45-10:05 Lubricated Immersed
Boundary Method Simulations of Elastic
Bodies in Near Contact

Thomas Fai, Brandeis University, U.S.

10:10-10:30 Multiphysics

Computational Modeling of the Chick

Embryonic Heart

Simone Rossi, Michael Bressan, and Boyce
E. Griffith, University of North Carolina at
Chapel Hill, U.S.

10:35-10:55 Fluid-structure Interactions

in Active Matter

Saverio E. Spagnolie, University of Wisconsin,
U.S.

11:00-11:20 Computational Mean-field

Modeling of Confined Active Fluids

Maxime Theillard, University of California,
Merced, U.S.; David Saintillan, University
of California, San Diego, U.S.



240

SIAM Conference on Computational Science and Engineering

Friday, March 1

MS361

Structure-exploiting
Techniques for
Approximation, Inference
and Control of Complex
Systems - Part | of |l

9:45a.m.-11:25 a.m.

Room: 206C

For Part 2 see MS393

Data-driven modeling and control of
complex systems have received a lot of
attention over the recent years, largely
due to the availability of large datasets.
Nevertheless, large scale data is not
typically informative about the entire
physical properties because it is often
gathered through nonlinear or partially
observable processes. In such situations,
physically-principled priors that include
symmetries and constraints are crucial
to infer predictive models, typically
with filtering or smoothing techniques.
This minisymposium explores the

latest developments and challenges in
data-efficient techniques for modeling,
inference and control of complex physical
systems. This includes, but is not limited
to, scalable approximation formats and
spaces, algorithms for filtering and
smoothing, sampling and exploration
strategies for gathering "smart data",
incorporation of symmetry-based priors,
bounds and invariant preservation,
information theoretic arguments, etc.

Organizer: Alex Gorodetsky
University of Michigan, U.S.

Organizer: Lionel Mathelin

CNRS, France

9:45-10:05 Kernel Koopman Spectral
Analysis for Nonlinear Dynamical
Systems

Yoshinobu Kawahara, Osaka University, Japan
10:10-10:30 Verification of Uncertain
Pomdps via Lyapunov Functions and
Barrier Certificates

Mohamadreza Ahmadi, University of Texas,
U.S.

continued in next column

10:35-10:55 Clustering of Time Series

via Dynamic Mode Decomposition and

the Matrix Pencil Method

Leonid Pogorelyuk and Clarence Rowley,
Princeton University, U.S.

11:00-11:20 Robust Reconstruction of
Flow Fields from Limited Measurements

Jared L. Callaham, Kazuki Maeda, and Steven
Brunton, University of Washington, U.S.

Friday, March 1

MS362

Structured Matrix Methods -
Part | of Il

9:45 a.m.-11:25 a.m.

Room: 206D

For Part 2 see MS394

Structured matrix methods utilize
structures such as parameterized forms
and low-rank approximations to gain

high efficiency in matrix representation
and arithmetic. They have demonstrated
significant advantages in improving the
efficiency and reliability of some large-
scale computations and engineering
simulations. Rank structured methods
extend the fundamental ideas of multipole
and panel-clustering methods to general
non-local solution operators. While there
exist various more or less closely related
methods, the unifying aim of these
methods is to explore efficient structured
low-rank approximations, especially those
exhibiting hierarchical or nested forms.
These help the methods to achieve nearly
linear complexity. In this minisymposium,
we aim to present and exchange recent
new developments on structured methods
for some challenging numerical problems
such as high frequencies, ill conditioning,
eigenvalue solution, and stability. Studies
of structures, algorithm design, and
accuracy control will be discussed. The
minisymposium will include experts
working on a broad range of structured
methods.

Organizer: Sabine Le Borne
Hamburg University of Technology, Germany

Organizer: Jianlin Xia

Purdue University, U.S.

9:45-10:05 Hierarchical Matrices

in Stable Radial Basis Function

Interpolation

Sabine Le Borne, Hamburg University of
Technology, Germany

10:10-10:30 On the Best Approximation

of the Hierarchical Matrix Product

Jiirgen Dolz, Technische Universitit
Darmstadt, Germany; Helmut Harbrecht,
Universitidt Basel, Switzerland; Michael D.
Multerer, Universita della Svizzera italiana,
Switzerland

continued on next page
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10:35-10:55 Inversion of Rank-

structured Matrices: Which Formulas

Should You Use?

Per-Gunnar Martinsson, University of
Colorado Boulder, U.S.

11:00-11:20 Accelerated Interpolative

Decompositions by General Proxy

Point Methods

Xin Xing and Edmond Chow, Georgia Institute
of Technology, U.S.

Friday, March 1

MS363

Summation-by-Parts:

A Framework for the
Development and Analysis of
Modern Numerical Methods
- Part | of li

9:45 a.m.-11:25 a.m.

Room: 207

For Part 2 see MS395
Featured Minisymposium

As we move towards an era of exascale
HPC, flexible and robust algorithms
will be necessary to take advantage of
increasingly complex and failure prone
computational resources. In this mini-
symposium, the focus is on methods
having the summation-by-parts (SBP)
property, which are advantageous as
they lead to high-order methods that
are provably conservative and stable.
In particular, the interest is in recent
advancements leading to improved
efficiency, flexibility, and robustness.
Topics that will be covered include:
Entropy stable algorithms Linearly
stable algorithms h/p-adaptation
Mixed formulations Wave propagation
and inversion problems Optimized
differentiation matrices

Organizer: David C. Del Rey

Fernandez
NASA Langley Research Center and National
Institute of Aerospace, U.S.

Organizer: Andrew R. Winters
University of Cologne, Germany

Organizer: Jesse Chan
Rice University, U.S.

Organizer: Jason E. Hicken
Rensselaer Polytechnic Institute, U.S.

9:45-10:05 Towards Robust Methods

for Practical Aero Dynamic Flows: a

Review of Recent Activities at NASA

LaRC on Methods with the Summation

by-parts Property

David C. Del Rey Fernandez, NASA Langley
Research Center and National Institute of
Aerospace, U.S.; Mark H. Carpenter, NASA
Langley Research Center, U.S.

continued in next column

10:10-10:30 Stable and Accurate

Filtering Procedures

Jan Nordstrom, Linkoping University, Sweden;
Tomas Lundquist, University of Cape Town,
South Africa

10:35-10:55 Flexural Wave Propagation

in Ice Shelfs

Jonatan Werpers and Ken Mattsson, Uppsala
University, Sweden

11:00-11:20 An Algorithmic Search

for Optimally Efficient High-order

Summation-by-parts Operators

Kevin J. Mattalo and Pieter Boom, University
of Toronto Institute for Aerospace Studies,
Canada; David W. Zingg, University of
Toronto, Canada
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MS364

Bringing Algorithms and
New Applications to Novel
Architectures - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 401A

For Part 2 see MS396

Computational science and engineering
now reaches beyond HPC simulation

to diverse applications in machine
learning and data analysis. Common
architectures still focus on dense matrix
multiplication. The result: Engineering
solutions that require too much power and
too much time. But the success of one
particular matrix multiplication engine,
the GPGPU, has opened people to design
issues around "alternative" architectures.
Improved software tools, larger flexible
architectures (e.g. FPGAs), and lower
fabrication costs have lowered the bar to
entry. This minisymposium focuses on
novel architectures addressing the new
application challenges. These are real
architectures and real systems for real
problems. They provide testing grounds
for applications, software frameworks,
and our preconceptions on building both.
We consider a range from novel memory
systems and FPGAs to neuromorphic and
quantum systems.

Organizer: Jason Riedy
Georgia Institute of Technology, U.S.

Organizer: Jeffrey Young

Georgia Institute of Technology, U.S.

9:45-10:05 Novel Architectures for

Applications in Data Science and

Beyond

Jason Riedy, Jeftrey Young, and Tom Conte,
Georgia Institute of Technology, U.S.

10:10-10:30 Scientific Computer

Architecture Beyond Moore’s Law

John Shalf and David Donofrio, Lawrence
Berkeley National Laboratory, U.S.

10:35-10:55 A Software Framework

for Spiking Neuromorphic Computing

Systems

Catherine Schuman, Oak Ridge National
Laboratory, U.S.

11:00-11:20 Benchmarking and

Modeling Sparse Memory Accesses for

Heterogeneous Systems

Patrick Lavin, Georgia Institute of Technology,
U.S.

Friday, March 1

MS365

High-order Discontinuous
Galerkin and Finite Element
Methods for CFD - Part | of Il

9:45 a.m.-11:25 a.m.

Room: 401B

For Part 2 see MS397

Given recent developments in
computational architectures, high-

order discontinuous Galerkin and finite
element methods are increasingly
important for a range of applications in
computational fluid dynamics. Their low
dissipation, compact stencils, and high
ratio of computation to communication
make them well-suited for solving flow
problems on next-generation many-core
architectures. However, despite these
desirable features, high-order methods
suffer from robustness issues in the
presence of discontinuous features,

sharp gradients, and underresolution,
which can limit their utility in resolving
challenging flow features such as shock
waves and turbulence. Furthermore,

the efficient implementation of such
methods on modern, massively-parallel,
memory-constrained architectures
presents interesting and important new
challenges, prompting the development
of sophisticated solver technology

and matrix-free operators. This
minisymposium aims to bring together
researchers in the broad field of high-
order discontinuous Galerkin and finite
element methods to disseminate their
research and discuss recent developments
in discretizations, solvers, and software
that aim to overcome the challenges
facing the field. Specific topics of interest
include shock capturing and tracking
methods, stable and robust discretizations,
efficient solvers and time integration
(implicit, explicit, and IMEX), matrix-free
algorithms, and algorithms for advanced
computer architectures.

Organizer: Will Pazner
University of California, Berkeley, U.S.

Organizer: Matthew J. Zahr
University of California, Berkeley and
Lawrence Berkeley National Laboratory, U.S.

continued in next column

9:45-10:05 An Optimization-based
Discontinuous Galerkin Approach for
High-order Accurate Shock Tracking
Marzieh Mirhose, University of Notre Dame,
U.S.; Matthew J. Zahr, University of
California, Berkeley and Lawrence Berkeley
National Laboratory, U.S.; Per-Olof Persson,
University of California, Berkeley, U.S.

10:10-10:30 Efficient Methods for

Solving Implicit Space-time Multi-

physics Systems

Scott Murman and Laslo Diosady, NASA
Ames Research Center, U.S.

10:35-10:55 An Adaptive Stochastic
Discontinuous Galerkin Method for
Reliable Uncertainty Propagation
Geoff Donoghue and Masayuki Yano,
University of Toronto, Canada

11:00-11:20 Efficient Matrix-free Solvers

for the Incompressible Navier-Stokes

Equations

Niklas Fehn, Technische Universitiat Miinchen,
Germany; Wolfgang A. Wall, Technische
Universitaet Muenchen, Germany; Martin
Kronbichler, Technische Universitit
Miinchen, Germany
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Friday, March 1

MS366

Hybrid Parallelization for
Modern Architectures - Part |
of Il

9:45 a.m.-11:00 a.m.

Room: 401C

For Part 2 see MS398

Compute clusters are evolving away from
compositions of many nodes that contain
a few processors with a small amount of
shared memory towards compositions

of fewer nodes that contain many
processors and a large amount of shared
memory. This transition in computational
architecture necessitates the development
of hybrid parallelization implementations
of scientific and engineering software to
efficiently and flexibly utilize distributed
and shared resources (processors

and memory). Speakers will discuss
algorithmic choices and implementation
trade-offs for established and innovative
methods. The impacts on computational
cost (memory, CPU hours, and wall time)
for production class simulations and
implications for scaling to leadership class
simulations will also be discussed.

Organizer: Stephen L. Wood
NASA Langley Research Center, U.S.

Organizer: Eric Nielsen

NASA Langley Research Center, U.S.

9:45-10:05 Hybrid Parallelization of

the Stabilized Finite Element Library in

FUN3D

Stephen L. Wood and William Anderson,
NASA Langley Research Center, U.S.

10:10-10:30 Exploiting Node-level
Performance in Sparse Linear Algebra
Hartwig Anzt, University of Tennessee, U.S.
10:35-10:55 Optimizing Single Node
Performance of Parallel Trajectory
Reconstruction
Anthony Williams and Justin Green, NASA
Langley Research Center, U.S.

Friday, March 1

MS367

State-of-the-Art Auto-

tuning: New Approaches
and Algorithmic Innovations
Towards Exascale Computing
- Part | of I

9:45 a.m.-11:25 a.m.

Room:402A

For Part 2 see MS399

Exascale computers are expected to be
deployed by 2021. Their architectures will
be complex, building upon many-cores
and GPUs, and offering unprecedented
levels of parallelism. It is expected that
auto-tuning (AT) research and technology
will continue building upon its proven
success for delivering high performance
on a variety of computer architectures,
and will enable optimized, high
performance implementations of specific
computations for those challenging
architectures. For this, preliminary
results suggest that the use of machine
learning techniques is promising. In
concert with the hardware evolution

and complexity, algorithmic innovations
will need to be devised for numerical
computations that are essential to many
applications, such as eigenvalue solvers
and linear equation solvers. For example,
reducing communications together with
high performance implementations will
be essential. While exascale computers
will enable the solution of problems

with unprecedented levels of details, the
accuracy of the computations cannot be
taken for granted: for example, codes
that perform floating point sums of
distributed data can produce results that
are difficult to be reproduced. Given
potentially conflicting goals for achieving
performance and reproducibility, this
minisymposium will discuss technology
trends for AT and their interplay with AT
frameworks, numerical algorithms, and
accuracy assurance towards extreme levels
of computing.

Organizer: Takahiro Katagiri
Nagoya University, Japan

continued in next column

Organizer: Osni A. Marques
Lawrence Berkeley National Laboratory, U.S.

Organizer: Toshiyuki Imamura

RIKEN, Japan

9:45-10:05 Auto-tuning of

Preconditioners with Deep Learning

Takahiro Katagiri and Kenya Yamada, Nagoya
University, Japan

10:10-10:30 The Big Data Approach to

Autotuning of GPU Kernels Using the

BONSAI Toolset

Jakub Kurzak and Piotr Luszczek, University
of Tennessee, Knoxville, U.S.; Mark Gates,
University of Tennessee, U.S.; Yaohung
Tsai and Ahmad Abdelfattah, University of
Tennessee, Knoxville, U.S.; Jack Dongarra,
University of Tennessee, U.S.

10:35-10:55 Talk Title Not Available
Hiroyuki Takizawa, Tohoku University, Japan

11:00-11:20 Model-driven Auto-tuning
for Optimizing Tensor Contractions
Ponnuswamy Sadayappan, Jinsung Kim,
Rui Li, and Aravind Sukumaran-Rajam,
Ohio State University, U.S.; Sriram
Krishnamoorthy, Pacific Northwest National
Laboratory, U.S.
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MS368

Meshfree Methods:
Computational Advances
and Applications - Part | of |l

9:45 a.m.-11:25 a.m.

Room: 402B

For Part 2 see MS400

Meshfree (or meshless) methods offer
geometric flexibility, non-uniform
resolution, and advantageous trade-offs
between accuracy and computational
costs. These properties make meshfree
methods particularly useful for
large-scale science and engineering
applications featuring complex geometries
and multiscale phenomena. This
minisymposium focuses on computational
advancements and applications of
various meshfree discretization
methods, including radial basis function
generated finite differences (RBF-

FD), partition of unity, and generalized
moving least squares (GMLS). Recent
computational advancements in scalable
implementations, adaptive refinement,
approximation space enrichment,
stabilization, non-linear problems,

and conservation techniques will be
discussed together with applications to
partial differential equations (PDEs) on
manifolds, biological and geophysical
fluid flows, and non-linear elasticity.

Organizer: Grady B. Wright

Boise State University, U.S.

9:45-10:05 A High-order Meshfree
Semi-Lagrangian Method for Advection
on Manifolds: Mass-conservation

Grady B. Wright, Boise State University, U.S.

10:10-10:30 The Fast Radial Basis

Functions Orthogonal Gradients (RBF-

OGr) Method for Solving PDEs on

Arbitrary Surfaces

Cecile M. Piret, Michigan Technological
University, U.S.

continued in next column

10:35-10:55 Meshless Methods

for Manifolds: Hydrodynamics of

Curved Fluid Interfaces and Related

Applications

Ben Gross and Christian Bueno, University of
California, Santa Barbara, U.S.; Nathaniel
Trask, Sandia National Laboratories, U.S.;
Paul Atzberger, University of California,
Santa Barbara, U.S.

11:00-11:20 RBF-FD for PDEs on

Manifolds: Stable and Stagnation-free

Formulations

Varun Shankar, Akil Narayan, and Robert M.
Kirby, University of Utah, U.S.

Friday, March 1

MS369

Molecular and Electronic
Structure Theory Meets Data
Science - Part | of Il

9:45a.m.-11:25 a.m.

Room: 402C

For Part 2 see MS401

The prediction of molecular and electronic
structures using first principle calculations
are among the most challenging and
computationally demanding science

and engineering problems. This
minisymposium aims at presenting and
discussing new developments of using
machine learning techniques to reduce
the computational cost and characterize
important features and properties of
materials and molecular systems. We
bring together experts on molecular

and electronic structure theories, which
include mathematicians, physicists and
chemists working actively in the field.

Organizer. Chao Yang

Lawrence Berkeley National Laboratory, U.S.

Organizer: Lin Lin

University of California, Berkeley and

Lawrence Berkeley National Laboratory, U.S.

9:45-10:05 Overview of Machine

Learning Techniques

Chao Yang, Lawrence Berkeley National
Laboratory, U.S.

10:10-10:30 Deep Learning for Multi-

scale Molecular Modelling

Linfeng Zhang, Weinan E, and Roberto Car,
Princeton University, U.S.

10:35-10:55 Bayesian Inference of

Molecular and Atomic Propetrties:

Representations and Regression

Techniques

Yu-Hang Tang, Lawrence Berkeley National
Laboratory, U.S.

11:00-11:20 Coordinate-wise Descent

Methods for the Full Configuration

Interaction Calculation

Yingzhou Li, Jianfeng Lu, and Zhe Wang,
Duke University, U.S.
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Friday, March 1

CP19

Machine Learning in CSE
2:45 a.m.-11:05 a.m.

Room: 301
Chair: Heng Xiao, Virginia Tech, U.S.

9:45-10:00 Modified Kernel Regression

for Building Low-dimensional Models of

Complex Dynamical Systems

Elizabeth Armstrong and James C. Sutherland,
University of Utah, U.S.

10:05-10:20 Bayesian Geometric

Convolutional Neural Networks for

Engineering Applications

Nicholas Geneva and Nicholas Zabaras,
University of Notre Dame, U.S.

10:25-10:40 Using Machine Learning

in Optimization of Structural Design

of Thin-walled Vessels under External

Pressure

Lydia S. Novozhilova, Western Connecticut
State University, U.S.; Vladimir Urazhdin,
Solutions With Innovation, LLC, U.S.

10:45-11:00 Physics-informed Machine

Learning Approach for Augmenting

Turbulence Models

Jinlong Wu and Carlos Michelen, Virginia
Tech, U.S.; Jianxun Wang, University of
Notre Dame, U.S.; Heng Xiao, Virginia
Tech, U.S.

Friday, March 1

CP20

Numerical PDEs Il
9:45 a.m.-11:05 a.m.

Room: 201B

Chair: Ayaboe K. Edoh, ERC Inc. and Air
Force Research Laboratory , U.S.

9:45-10:00 Probably Stable and

Conservative Spectrally-tunable

Atrtificial Dissipation Operators

Ayaboe K. Edoh, ERC Inc. and Air Force
Research Laboratory , U.S.

10:05-10:20 Numerical Advection

Through PDE-Based Flow Map

Composition

Chinmay S. Kulkarni and Pierre F. Lermusiaux,
Massachusetts Institute of Technology, U.S.

10:25-10:40 Comparison of Weno

Schemes to Second Order Methods

for Capturing Compressible Turbulent

Spectra

John P. Wakefield, University of Michigan,
U.S.; Emmanuel Motheau, Lawrence
Berkeley National Laboratory, U.S.

10:45-11:00 A Second Order Fully-
discrete Linear Energy Stable
Numerical Scheme of a Binary
Compressible Viscous Fluid Model

Xueping Zhao, University of South Carolina,
U.S.

Intermission
11:25 a.m.-11:30 a.m.

Friday, March 1

MS370

Tensor Decomposition for
High Performance Data
Analytics - Part 1l of Il

11:.30 a.m.-1:10 p.m.

Room:Ballroom 100BC

For Part 1 see MS337

Tensors are higher order generalization of
matrices that map naturally to complex
relationships found in the real world. In
this regard, tensor decomposition has
gained popularity in data analytics due

its ability to identify hidden properties in
large quantities of data. The talks in this
minisymposium will explore state-of-
the-art research into finding efficient and
scalable solutions to decomposing tensors
for data analysis on the latest processors
and accelerators.

Organizer: Jee Choi

IBM T.J. Watson Research Center, U.S.
11:30-11:50 Performance Portable
Parallel CP-APR Tensor Decompositions

Keita Teranishi, Sandia National Laboratories,
U.S.

11:55-12:15 Talk Title Not Available
Rich Vuduc, Georgia Institute of Technology,
U.S.

12:20-12:40 A Multi-dimensional

Morton-ordered Block Storage for

Mode-oblivious Tensor Omputations

Filip Pawlowski, Huawei Technologies,
France; Bora Ucar, LIP-ENS Lyon,
France; Albert-Jan N. Yzelman, Huawei
Technologies, France

12:45-1:05 Scaling and Deepening
Tensor Decompositions and
Applications

Muthu M. Baskaran, Reservoir Labs, U.S.
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Friday, March 1

MS371

Software Productivity and
Sustainability for CSE and
Data Science - Part 1l of |

11:.30 a.m.-1:10 p.m.

Room: Conference Theater

For Part 1 see MS338

Software is the key crosscutting
technology that enables advances in
mathematics, computer science, and
domain-specific science and engineering
to achieve robust simulations and analysis
for predictive science, engineering, and
other research fields. While software

is becoming more complex due to
multiphysics and multiscale modeling,
the coupling of data analytics, and
disruptive changes in computer hardware
(due to increases in typical system scale
and heterogeneity, including GPUs and
additional alternative architectures),
software itself has not traditionally
received focused attention in the CSE
community or been rewarded by that
community. The presenters in this
minisymposterium will address work

that addresses growing technical and
social challenges in software productivity,
quality, and sustainability, and thereby
helps software fulfill its critical role

as a cornerstone of long-term CSE
collaboration. Having a minisymposterium
for these topics provides a natural
gathering point during poster sessions for
informal conversation.

Organizer: David E. Bernholdt
Oak Ridge National Laboratory, U.S.

Organizer: Daniel S. Katz
University of Illinois at Urbana-Champaign,
U.S.

Organizer: Catherine Jones
Science and Technology Facilities Council,
United Kingdom

11:30-11:50 Supporting and Sustaining
Open Source Software Development:
the Commons Perspective

C. Titus Brown, University of California,
Davis, U.S.

continued in next column

11:55-12:15 Contemporary Peer Code
Review in Research Software
Jeffrey C. Carver, University of Alabama, U.S.

12:20-12:40 Acknowledging Scientific

Software to Ensure the Future and

Legacy of Scientific Research

Daina Bouquin, Harvard-Smithsonian Center
for Astrophysics, U.S.

12:45-1:05 Supporting Continuous

Integration at Large-scale HPC Centers

Todd Gamblin and Rob Neely, Lawrence
Livermore National Laboratory, U.S.; David
Montoya, Los Alamos National Laboratory,
uU.s.

Friday, March 1

MS372

Recent Development of
Numerical Methods for
Optics and Plasmonics - Part
Il of ll

11:.30 a.m.-1:10 p.m.

Room: 102A

For Part 1 see MS339

The main purpose of this workshop

is to bring together specialists in the
fields of plasmonics and optics. Driven
by spectacular advances in the design
capabilities of materials at the nanoscale,
there has been recent exponential growth
in the fields of plasmonics and nano-
optics. In particular, algorithm design,
analysis, application and implementations
of mathematical models in the area are
now at the heart everyday technologies
such as seismic imaging, underwater
acoustics, and biomathematics;
nevertheless some very important issues
still remain open. This mini symposium is
meant to be a platform to exchange ideas
on these problems.

Organizer: YoungJoon Hong
San Diego State University, U.S.

Organizer: David P. Nicholls
University of lllinois, Chicago, U.S.

11:30-11:50 A Plane Wave
Discontinuous Galerkin Method with

a Dirichletto-Neumann Boundary
Condition for the Scattering Problem in
Acoustics

Peter B. Monk, University of Delaware, U.S.

11:55-12:15 Recent Advances in High-

order Simulations for Electromagnetics

Mi Sun Min and Yu-Hsiang Lan, Argonne
National Laboratory, U.S.

12:20-12:40 A Non-overlapping

Domain Decomposition Method for

Simulating Localized Surface Plasmon

Resonances: High Accuracy Numerical

Simulation and Analyticity of Solutions

Xin Tong, University of Illinois at Chicago,
U.s.

12:45-1:05 Computational Tools

for Periodic and Non-periodic

Nanophotonic Devices Design

Agustin Fernandez Lado and Oscar P. Bruno,
California Institute of Technology, U.S.
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Friday, March 1

MS373

Neutrino Transport Methods in
Astrophysics - Part Il of Il

11:.30 a.m.-1:10 p.m.

Room: 102B

For Part 1 see MS340

Core-collapse supernovae (CCSNe)

and compact binary mergers (CBMs)

are cataclysmic astrophysical events
responsible for heavy element synthesis
and the emission of photon, neutrino, and
gravitational wave (GW) signals. They
have long been targets of instruments
covering most of the electromagnetic
(EM) spectrum, and more recently of
neutrino and GW detectors. The recent
detection of a merging binary neutron
star pair in EM and GW channels marked
a breakthrough for multi-messenger
astronomy. Harvesting insights into the
physical processes driving these events
from the wealth of data relies heavily

on sophisticated models requiring
extreme-scale, high-fidelity computing.
These models solve a coupled system

of equations for self-gravity, magneto-
hydrodynamics, and neutrino transport.
In CCSNe and CBMs, lepton and four-
momentum exchange between neutrinos
and matter plays a major role in the
dynamics. However, neutrino-matter
interactions occur under non-equilibrium
conditions and a kinetic description based
on the Boltzmann transport equation is
warranted. As a six-dimensional phase-
space problem, our ability to model these
astrophysical events with satisfactory
realism relies on advances in multi-
physics and multi-scale algorithms, novel
discretization techniques, fast solvers,
and sustainable software. The goal of
this minisymposium is to bring together
researchers working on topics of relevance
to neutrino transport modeling to discuss
recent work and exchange ideas.

Organizer: Eirik Endeve
Oak Ridge National Laboratory, U.S.

Organizer: Christian Cardall
Oak Ridge National Laboratory, U.S.

continued in next column

Organizer: Reuben Budiardja

University of Tennessee, U.S.

11:30-11:50 Radiation Hydrodynamics

in GenASiS

Christian Cardall, Oak Ridge National
Laboratory, U.S.

11:55-12:15 FORNAX: A Flexible

Code for Multiphysics Astrophysical

Simulations

Aaron Skinner, Lawrence Livermore National
Laboratory, U.S.

12:20-12:40 Hybrid Defect Correction

Methods for Time-dependent Radiation

Transport Simulations

Michael Crockatt and Andrew J. Christlieb,
Michigan State University, U.S.; Cory
Hauck, Oak Ridge National Laboratory, U.S.

12:45-1:05 Explosion Mechanisms in

Multi-dimensional Stellar Core Collapse

with Magnetic Fields

Martin Obergaulinger, University of Valencia,
Spain

Friday, March 1

MS374

Stochastic Modeling and
Algorithms for Complex
Physical Systems - Part Il of Il

11:30 a.m.-12:45 p.m.

Room: 102C

For Part 1 see MS341

This minisymposium focuses on

the fundamental problem of how to
approximate solutions of both forward and
inverse stochastic systems. Predicting the
behavior of complex physical processes
relies on constructing and solving
stochastic systems in high dimensional
spaces, particularly in the case when

the input data (coefficients, forcing
terms, initial and boundary conditions,
geometry) are affected by large amounts
of uncertainties. We will highlight recent
advances in theory and algorithms for
stochastic systems, as well as their
applications in uncertainty quantification,
machine learning, computational fluid
dynamics, statistical mechanics, etc.

This mini-symposium will bring together
researchers from across the applied and
computational mathematics communities
to discuss recent advances, identify future
direction, and promote new collaborations
on stochastic methods.

Organizer: Miroslav Stoyanov
Oak Ridge National Laboratory, U.S.

Organizer: Tao Zhou

Chinese Academy of Sciences, China

11:30-11:50 Splitting Up Method

for Backward Doubly SDEs and

Applications to Nonlinear Filtering

Problems

Yanzhao Cao, Auburn University, U.S.; Feng
Bao, Florida State University, U.S.; He
Zhang, Auburn University, U.S.

11:55-12:15 A Multilevel Reduced-basis

Method for Linear Parameterized PDEs

Miroslav Stoyanov, Oak Ridge National
Laboratory, U.S.

12:20-12:40 Learning Deep Neural

Network Surrogate Models for High

Dimensional and Multi-fidelity

Uncertainty Quantification Problems

Rohit Tripathy and llias Bilionis, Purdue
University, U.S.
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Friday, March 1

MS375

Low Mach Number AMR
Combustion Simulations with
PelelLM - Part Il of Il

11:.30 a.m.-1:10 p.m.

Room: 102D

For Part 1 see MS342

PeleLM is a code for evolving chemically
reacting low Mach number flows with
block-structured adaptive mesh refinement
(AMR). The code features an iterative
time step that efficiently couples together
advection, diffusion and chemical
reactions, each potentially evolving with
different time scales, all while evolving
the numerically conservative discretization
across multiple levels of mesh refinement
on a manifold where the equation of

state is always satified. PeleLM is being
used to study the details of turbulence-
chemistry interaction in both premixed
and diffusion flame configurations, from
small-scale laboratory experiments to
large-scale pool fires and wildfires, while
it is being simultaneously improved and
extended to incorporate new physics, and
to run efficiently on emerging computing
hardware platforms. In this set of talks,
we outline the current capabilities of
PeleLLM via several different combustion-
specific applications, and discuss
improvements to the code that are under
development and supported by DOE's
Exascale Computing Project. These
improvements include arbitrary (CAD-
based) 3D geometries, electric field effects
on charged particles, and incorporation
of real gas and closed-chamber
pressurization effects. We also discuss
further extensions to the PeleLM time
stepping scheme to support high-order
methods, and implementation strategies
used in PeleLM for many-core and GPU-
based large-scale computing platforms.

Organizer: Marcus Day

Lawrence Berkeley National Laboratory, U.S.

11:30-11:50 An Efficient GPU

Implementation for Time-implicit

Integration of Arrhenius Combustion

Kinetics

Anne Felden and Marcus Day, Lawrence
Berkeley National Laboratory, U.S.

continued in next column

11:55-12:15 Towards the Distributed

Burning Regime in Turbulent Premixed

Flames

Andrew Aspden, Newcastle University, United
Kingdom

12:20-12:40 Direct Numerical

Simulations of Buoyancy-driven Flows

Using PeleLM

Nicholas Wimer, University of Colorado
Boulder, U.S.; Marcus Day, Lawrence
Berkeley National Laboratory, U.S.; Amanda
Makowiecki, Jeffrey Glusman, John Daily,
Gregory Rieker, and Peter Hamlington,
University of Colorado Boulder, U.S.

12:45-1:05 Direct Numerical Simulations
of Compression Ignition Jet Flames

Evatt R. Hawkes, University of New South
Wales, Australia

Friday, March 1

MS376

Data-augmented Reduced-
order Modeling: Operator
Learning and Closure/error
Modeling - Part Il of II

11:.30 a.m.-1:10 p.m.

Room: 111A

For Part 1 see MS343

As the availability of experimental and
computational data has exploded in recent
years, an important question has arisen in
computational science and engineering:
How can these data be exploited

to improve the predictive capacity

of dynamical system models? This
minisymposium focuses on reduced-order
models (ROMs) of dynamical systems,
which are attractive due to their low
simulation cost. In this setting, we explore
three emerging classes of techniques that
leverage the availability of experimental
and computational data to construct and
improve ROMs: (1) methods that learn
low-dimensional dynamical-system
operators from data (e.g., dynamic mode
decomposition, operator inference), and
(2) closure and error-modeling techniques
(e.g., Mori-Zwanzig) for ROMs.

Organizer: Kevin T. Carlberg
Sandia National Laboratories, U.S.

Organizer: Boris Kramer
Massachusetts Institute of Technology, U.S.

11:30-11:50 A Hybrid Approach for

Model Order Reduction of Barotropic

Quasi-geostrophic Turbulence

Sk. Mashfiqur Rahman and Omer San,
Oklahoma State University, U.S.; Adil
Rasheed, SINTEF Digital, Norway

11:55-12:15 Data-informed Reduced-

order Models with Memory Effects

Eric Parish, Sandia National Laboratories,
U.S.

12:20-12:40 Machine-learning Error

Models for Rom Closure Via the ROMES

Method

Stefano Pagani and Andrea Manzoni,
Politecnico di Milano, Italy; Kevin T.
Carlberg, Sandia National Laboratories, U.S.

12:45-1:05 Data-driven Correction for

Reduced Order Modeling of Nonlinear

Systems

Traian Iliescu and Muhammad Mohebujjaman,
Virginia Tech, U.S.; Leo Rebholz, Clemson
University, U.S.; Birgul Koc and Changhong
Mou, Virginia Tech, U.S.
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Friday, March 1

MS377

Inverse Problems in Machine
Learning - Part Il of Il

11:.30 a.m.-1:10 p.m.

Room: 111B

For Part 1 see MS344

Machine learning has been a fast growing
area of research since the beginning of
the 21st century due to the advent of
computing resources and availability of
data. Many of the questions of interest

in machine learning can be formulated

as inverse problems and vice versa.
Therefore, it is not surprising that the
developments in these two seemingly
separate fields are in fact closely related.
In this symposium we bring together
researchers working at the intersection of
machine learning and inverse problems to
discuss recent advances, challenges and
strategies in each area, aiming to promote
cross-pollination and exchange of ideas
that lead to new directions of research in
both communities.

Organizer. Bamdad Hosseini

California Institute of Technology, U.S.

11:30-11:50 Randomized Methods for

Regression-type Problems

Michael Mahoney and N. Benjamin Erichson,
University of California, Berkeley, U.S.

11:55-12:15 Pdenetwork - The PDE's that

Govern Deep Neural Networks

Eldad Haber, University of British Columbia,
Canada

12:20-12:40 Generalized Graph Based

Probit in the Continuum Limit

Bamdad Hosseini and Franca Hoffmann,
California Institute of Technology, U.S.

12:45-1:05 Structured Bayesian

Gaussian Process Latent Variable

Model: Applications to Data-driven

Dimensionality Reduction and High-

dimensional Inversion

Steven Atkinson, University of Notre Dame,
U.S.

Friday, March 1

MS378

Optimal Experimental Design
for Inverse Problems - Part Il
of Il

11:.30 a.m.-1:10 p.m.

Room: 111C

For Part 1 see MS345

Good experimental data is critical for
parameter inference in complex physical
systems and enables subsequent robust
decision making. The collection of
useful experimental data, however, is
arduous and expensive. It is therefore
imperative to design experiments in an
optimal manner, subject to physical or
budgetary constraints while incorporating
prior information. Leveraging simulation
models, the computational cost of model-
based optimal experimental design
(OED) can be prohibitively expensive

in many applications of interest. This
minisymposium explores advances in
numerical methods for OED of Inverse
Problems.

Organizer: Xun Huan
University of Michigan, U.S.

Organizer: Jayanth Jagalur

Mohan

Massachusetts Institute of Technology, U.S.

11:30-11:50 Sensitivity Analysis

for Inverse Problems and Sensor

Placement

Bart G. Van Bloemen Waanders, Sandia
National Laboratories, U.S.; Joseph L. Hart,
North Carolina State University, U.S.

11:55-12:15 Goal Oriented Information-
Theoretic Observation Selection
Strategies for Linear Bayesian Inverse
Problems
Fengyi Li, Jayanth Mohan, and Youssef
M. Marzouk, Massachusetts Institute of
Technology, U.S.

12:20-12:40 Optimal Experimental

Design under Model Uncertainty for

Linear Inverse Problems

Karina Koval and Georg Stadler, Courant
Institute of Mathematical Sciences, New
York University, U.S.; Alen Alexanderian,
North Carolina State University, U.S.

continued in next column

12:45-1:05 Selecting Multiple Borehole

Locations for Maximizing Bayesian

Information Gain on Past Ice Sheet

Surface Temperatures

Andrew Davis, US Army Cold Regions
Research and Engineering Lab (CRREL),
U.S.; Xun Huan, University of Michigan,
U.S.; Patrick Heimbach, University of
Texas at Austin, U.S.; Youssef M. Marzouk,
Massachusetts Institute of Technology, U.S.
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Friday, March 1

MS379

Derivative-free and Global
Optimization - Part Il of Il

11:.30 a.m.-1:10 p.m.

Room: 300A

For Part 1 see MS346

Optimization problems arising in

various science applications, such as
engineering design, environmental
applications, physics simulations, etc.
require the development of new numerical
optimization methods that efficiently and
effectively find the optimal solutions.
The objective functions are often multi-
modal, computationally expensive, and
black-box (their analytic descriptions

and derivatives are not available). Often,
the presence of stochasticity further
increases the difficulty of solving these
problems. New numerical optimization
methods that do not rely on gradient
information of the objective function and
that are able to globally explore as well
as locally search the parameter domain
are therefore needed. The speakers in this
minisymposium will present their recent
developments of optimization methods
that employ, among others, adaptive
sampling methods, approximations of the
objective functions, and the exploitation
of any available problem structure to solve
these difficult problems.

Organizer: Juliane Mueller
Lawrence Berkeley National Laboratory, U.S.

Organizer: Matt Menickelly

Argonne National Laboratory, U.S.

11:30-11:50 Derivative-free Robust

Optimization

Matt Menickelly and Stefan Wild, Argonne
National Laboratory, U.S.

11:55-12:15 A Stochastic Levenberg-

Marquardt Method using Random

Models with Application to Data

Assimilation

El houcine Bergou, INRA, Jouy-en-Josas,
France; Youssef Diouane, Institut Supérieur
de I'Aéronautique et de 1'Espace, France;
Vyacheslav Kungurtsev, Czech Technical
University, Prague, Czech Republic;
Clément W. Royer, University of Wisconsin,
Madison, U.S.

continued in next column

12:20-12:40 Scaling Up and

Randomizing Derivative-free

Optimization for Machine Learning

Albert S. Berahas, Northwestern University,
U.S.; Katya Scheinberg, Lehigh University,
U.S.; Jorge Nocedal, Northwestern
University, U.S.; Richard H. Byrd,
University of Colorado, U.S.

12:45-1:05 Complexity of ASTRO-

DF: Adaptive Sampling Trust-region

Methods for Derivative-free Simulation

Optimization

Sara Shashaani, University of Michigan, U.S.;
Raghu Pasupathy and Daniel Carvajal,
Purdue University, U.S.

Friday, March 1

MS380

Advances in Global
Sensitivity Analysis with
Applications to Complex
Systems - Part 1l of I

11:.30 a.m.-1:10 p.m.

Room: 300B

For Part 1 see MS347

The traditional framework of global
sensitivity analysis (GSA) considers
scalar-valued quantities of interest
(Qols) that are functions of statistically
independent inputs. The sensitivity of
the Qols to the inputs are determined
using a number of classical methods
such as Sobol’ indices, Morris screening,
or derivative based global sensitivity
measures. To extend the applicability

of GSA methods to broader classes

of problems, such as problems with
correlated inputs or problems with
vectorial and functional outputs with high-
dimensional parameters, new methods
are needed. This minisymposium will
highlight some of the recent advances in
GSA and present recent generalizations
and alternatives. Areas of particular
interest are problems with dependent
inputs, problems with vectorial or
functional outputs, and applications of
GSA in complex physical systems.

Organizer: Alen Alexanderian
North Carolina State University, U.S.

Organizer: Helen Cleaves
North Carolina State University, U.S.

Organizer: Pierre Gremaud
North Carolina State University, U.S.
11:30-11:50 Global Sensitivity Analysis
for PDE-constrained Optimization
Joseph L. Hart, North Carolina State
University, U.S.; Bart G. Van Bloemen

Waanders, Sandia National Laboratories,
U.S.

11:55-12:15 Application of Global

Sensitivity Analysis and Monte Carlo

Filtering for Constrained Models

Sergei S. Kucherenko, Dimitris Giamalakis,
and Nilay Shah, Imperial College London,
United Kingdom

continued on next page



SIAM Conference on Computational Science and Engineering

251

12:20-12:40 Sensitivity Indices for

Computer Codes Taking Values in

General Metric Spaces

Ricardo Fraiman, Universidad de la Republica,
Uruguay; Fabrice Gamboa, University of
Toulouse, France; Thierry Klein and Agnes
Lagnoux, Universite de Toulouse, France;
Leonardo Moreno, Universidad de la
Republica, Uruguay

12:45-1:05 Alternative to Sobol' Indices

for the Multivariate Response Models

Matieyendou Lamboni, University of Guyane,
France

Friday, March 1

MS381

Quantum Computing for
Computational Science

Applications
11:30 a.m.-1:10 p.m.
Room: 300C

Quantum computing is a paradigm of
computation where data is encoded on

the state of particles governed by the

law of quantum physics. Prominent
algorithms such as Shor's algorithm for
integer factorization and Grover's search
algorithm show that this computational
viewpoint on vector spaces can be

very powerful. From an algorithmic
perspective, using a quantum computer
amounts to finding a list of elementary
operations admissible by the quantum
memory which realize a desired unitary
operation. The field of quantum
computing recently witnessed a surge of
interest from both academic and industrial
actors. As a result, research on quantum
algorithms shifted from a theoretical
understanding of their complexity to a
concrete study of their applications in
computational science and engineering.
This mini-symposium will focus on recent
advances in the field of practical quantum
computing. The speakers, coming from
both academia and industry, will explain
how scientific applications can benefit
from quantum computing and will address
the main issues in providing efficient
quantum simulation algorithms.

Organizer. Marc Baboulin
University of Paris-Sud, France

Organizer: Neil J. Ross
Dalhousie University, Canada

Organizer: Benoit Valiron

CentraleSupelec, France

11:30-11:50 Accelerating Scientific

Applications with Quantum Computing

Travis Humble and Alexander McCaskey, Oak
Ridge National Laboratory, U.S.

continued in next column

11:55-12:15 Optimizing Quantum

Circuit Synthesis Using Numerical

Methods

Timothée Goubault de Brugiére and Marc
Baboulin, University of Paris-Sud, France;
Benoit Valiron, CentraleSupelec, France;
Cyril Allouche, ATOS, France

12:20-12:40 Seeking Mid-term
Quantum Computing Supremacy with
Numerical Simulation

Cyril Allouche, ATOS, France

12:45-1:05 Modern Methods in
Quantum Compiling
Neil J. Ross, Dalhousie University, Canada
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Friday, March 1

MS382

Multiscale and Domain
Decomposition Approaches
for PDEs with Rough
Coefficients - Part 1l of Il

11:.30 a.m.-1:10 p.m.

Room: 302B

For Part 1 see MS350

Classical Lagrangian finite element
methods are challenged by multi-scale
problems due to the range of scales
present in the problem. Over the last
years, many discretization methods have
been proposed to enable the accurate,
efficient, and robust solution of these
complex models. Examples include the
Multi-scale Finite Element Method (and
its variants, such as the Generalized
Multi-scale Finite Element Method --
GMSsFEM), the mixed multi-scale finite
element, the Heterogeneous Multi-scale
Method (HMM), multiscale methods
based on a orthogonal decomposition

of the space (such as the LOD),

adaptive multi-scale methods, ... Such
discretization methods often rely on
approximation subspaces that incorporate
specialized knowledge of the partial
differential equation. Similar ideas appear
in the context of preconditioners (or linear
solvers) based on domain decomposition
to build enhanced coarse spaces. The
objective of this minisymposium is to
gather presentations where approximation
subspaces incorporating specialized
knowledge of the multi-scale partial
differential equation are used either for
the discretization method and/or for the
linear solver.

Organizer: Ulrich Hetmaniuk
University of Washington, U.S.

Organizer: Frederic Legoll

Ecole Nationale des Ponts et Chaussées,

France

11:30-11:50 Sparse Compression of

Expected Solution Operators

Daniel Peterseim, Universitdt Augsburg,
Germany

continued in next column

11:55-12:15 Constraint Energy

Minimizing Generalized Multiscale

Finite Element for Flows in

Heterogeneous Media

Tony Cheung, Texas A&M University, U.S.;
Wing Tat Leung and Mary F. Wheeler,
University of Texas at Austin, U.S.; Eric
Chung, The Chinese University of Hong
Kong, Hong Kong; Yalchin Efendiev, Texas
A&M University, U.S.

12:20-12:40 On the Convergence

Rates of GMsFEMs for Heterogeneous

Elliptic Problems Without Oversampling

Techniques

Guanglian Li, Imperial College London,
United Kingdom

12:45-1:05 On Some New Variants of
the Multiscale Finite Element Method

Frederic Legoll, Ecole Nationale des Ponts et
Chaussées, France

Friday, March 1

MS383

Recent Advances in
Numerical Methods for
Multiphase Flow Problems -
Part 1l of I

11:30 a.m.-12:45 p.m.

Room: 303A

For Part 1 see MS351

In nature and environment, rain, Snow,
fog, avalanches, mud slides, sediment
transport, debris flows are all examples
of multiphase flow where the behaviour
of the phases are studied in different
fields of natural science. Phase field
method, or called diffusive interface
approach, as a powerful numerical tool
for simulating free interfacial motions,
had been widely used in modeling and
numerical approaches for multiphase flow
problems. In this mini-symposium, the
experts are expected to communicate the
new idea, share their recent advances in
the modeling, numerical Methods for, but
not limited to, the phase field approach,
as well as their applications in material
science, fluid mechanics, etc.

Organizer: Xiaofeng Yang
University of South Carolina, U.S.

Organizer: Jia Zhao
Utah State University, U.S.

11:30-11:50 Numerical Analysis of a
Variable Step Bdf2 Scheme for the
Cahn-Hilliard Equation
Xiaoming Wang, Florida State University,
U.S. and Fudan University, China; Wenbin
Chen and Zhuying Zhang, Fudan University,
China

11:55-12:15 Energy-stable Open

Boundary Conditions and Associated

Algorithm for Multiphase Flows of N

Immiscible Incompressible Fluids

Zhiguo Yang and Suchuan Dong, Purdue
University, U.S.

12:20-12:40 Super-convergence of

the HDG Method for the Cahn-Hilliard

Equation

Daozhi Han, Missouri University of Science
and Technology, U.S.
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Friday, March 1

MS384

Recent Developments in
Model Order Reduction
Methods - Part Il of Il

11:.30 a.m.-1:10 p.m.

Room: 303B

For Part 1 see MS352

An increase in demands for simulations
of complex systems has motivated active
developments in model order reduction.
We discuss several recent developments
in model order reduction methods
addressing challenges such as high
dimensional parameter space, expensive
offline phase. We also discuss how model
reduction algorithms are developed in
specific domains such as fluid control of
quadratic systems, advection-dominated
high-gradient structure systems, coupled
flow-geomechanics problems, finite time
Lyapunov exponents, and poroelastic
media.

Organizer: Youngsoo Choi
Lawrence Livermore National Laboratory,
U.S.

11:30-11:50 Reduced-order Modeling

of Coupled Flow-geomechanics

Problems

Louis J. Durlofsky, Zhaoyang Larry Jin, Timur
T. Garipov, and Oleg Volkov, Stanford
University, U.S.

11:55-12:15 Lagrangian Data-driven

Reduced Order Modeling of Finite Time

Lyapunov Exponents.

Changhong Mou, Virginia Tech, U.S.; Xuping
Xie, Oak Ridge National Laboratory, U.S.;
Peter Nolan, Shane D. Ross, and Traian
Iliescu, Virginia Tech, U.S.

12:20-12:40 Multiscale Two-stage

Solver for Poroelastic Media

Sergey Klevtsov, Stanford University, U.S.;
Nicola Castelletto, Lawrence Livermore
National Laboratory, U.S.; Hamdi Tchelepi,
Stanford University, U.S.

12:45-1:05 Hierarchical Solvers for

Parametric Problems

Simona Perotto, Politecnico di Milano, Italy

Friday, March 1

MS385

Mathematics of Energy
Materials - Part 1l of Il

11:.30 a.m.-1:10 p.m.

Room: 201C

For Part 1 see MS353
Featured Minisymposium

Dramatically improved performance of
energy storage devices, e.g., batteries

and capacitors, is a prerequisite for
successful energy transition. Porous
materials are a key component in most of
such devices. This minisymposium deals
with innovative approaches to modeling,
simulations, and design of energy storage
devices, including development of new
porous materials.

Organizer: llenia Battiato
Stanford University, U.S.

Organizer: Daniel M.

Tartakovsky
Stanford University, U.S.

Organizer: John H. Cushman
Purdue University, U.S.

11:30-11:50 A New Type of Flow Battery
Based on Oxidation State Instability
John H. Cushman, Purdue University, U.S.

11:55-12:15 Small-scale Acoustofluidics

in Rechargeable Battery Technologies

James Friend, University of California, San
Diego, U.S.

12:20-12:40 A Diffuse Interface Method

for Electrochemical Systems

Katsuyo Thornton, University of Michigan,
u.s.

12:45-1:05 Dimensional Considerations

in Probing the Upper Limits of

Energy Storage in Nanostructured

Electrochemical Devices

Hidenori Yamada, Rajaram Narayan, and
Prabhakar R. Bandaru, University of
California, San Diego, U.S.

Friday, March 1

MS386

Next Generation FFT
Algorithms in Theory

and Practice: Parallel
Implementations, Sparse FFTs,
and Applications - Part 1l of I

11:.30 a.m.-1:10 p.m.

Room: 202A

For Part 1 see MS354

The fast Fourier Transform (FFT) is

an algorithm used in a wide variety of
applications, yet does not make optimal
use of many current hardware platforms.
Hardware utilization performance on its
own does not however imply optimal
problem solving. The purpose of this
minisymposium is to enable exchange of
information between people working on
alternative FFT algorithms such as sparse
and non uniform FFTs, to those working
on FFT implementations, in particular for
parallel hardware.

Organizer: Daisuke Takahashi
University of Tsukuba, Japan

Organizer: Mark lwen
Michigan State University, U.S.

Organizer: Samar A. Aseeri
King Abdullah University of Science &
Technology (KAUST), Saudi Arabia

Organizer: Benson K. Muite

University of Tartu, Estonia

11:30-11:50 FFT Applications and

Benchmarks

Samar A. Aseeri, King Abdullah University
of Science & Technology (KAUST), Saudi
Arabia

11:55-12:15 High-dimensional Sparse

FFT

Bosu Choi, University of Texas at Austin,
U.S.; Andrew J. Christlieb, Michigan State
University, U.S.; Yang Wang, Hong Kong
University of Science and Technology, Hong
Kong

12:20-12:40 Rank-1 Lattice Based High-

dimensional Approximation and FFT

Toni Volkmer, Chemnitz University of
Technology, Germany

12:45-1:05 A Periodic Treecode
Method for Electrostatics In Molecular
Dynamics Simulations

Henry A. Boateng, Bates College, U.S.
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Friday, March 1

MS387

High-order Discretizations
and Quadrature for Integral
Equation Methods - Part Il of
!

11:.30 a.m.-1:10 p.m.

Room: 202B

For Part 1 see MS355

Integral equation methods are a powerful
set of techniques for simulating physical
systems accurately and efficiently.

They have been employed with great
success in the design of devices in

many fields such as audio equipment,
microfluidic devices, photonic devices,
and biomedical equipment. Recent years
have seen tremendous improvement in
the precision and complexity of devices
which can be manufactured necessitating
the development of new computationally-
efficient high-precision numerical tools
for complex geometries. In integral
equation methods the solutions are
typically represented as singular integrals,
requiring efficient discretization and
quadrature methods. Existing methods
include skeletonization based approaches,
generalized Gaussian quadrature, and
quadrature by expansion. When coupled
with fast algorithms the resulting
discretizations yield solvers scaling
linearly in the number of degrees of
freedom. Two critical avenues of research
are improving performance in complex
geometries and in three dimensions, as
well as developing automatically adaptive
discretizations which resolve complexity
in geometry and input data. The talks in
this mini-symposium are focused on the
construction of efficient Nystrom methods
and associated high-order quadrature
methods for surfaces in three dimensions;
the design of automatically adaptive
discretizations in moving geometries; and
the detailed analysis of singularities of
solutions near corners and edges.

Organizer. Manas N. Rachh
Simons Foundation and Flatiron Institute, U.S.

Organizer: Jeremy Hoskins
Yale University, U.S.

continued in next column

Organizer: Kirill Serkh
Yale University, U.S.
11:30-11:50 A Fast Boundary Integral

Method for Generating High-order
Surface Meshes

Felipe Vico, Universidad Politecnica de
Valencia, Spain

11:55-12:15 Analytical Expressions

for the Solutions of Elliptic PDEs Near

Corners, Edges, and Conical Points

Kirill Serkh, Yale University, U.S.

12:20-12:40 Multiple Junctions and
Transmission Problems in Elliptic PDEs
Jeremy Hoskins, Yale University, U.S.

12:45-1:05 Optimized Quadratures for

the Sommerfeld Representations of

Acoustic and Electromagnetic Fields

Zydrunas Gimbutas, National Institute of
Standards and Technology, U.S.

Friday, March 1

MS388

Modeling Resource
Utilization and Contention
in HPC System-application
Interactions - Part Il of I

11:.30 a.m.-1:10 p.m.

Room: 202C

For Part 1 see MS356

Application performance, system
throughput and stability, and procurement
specifications can be improved by better
understanding of applications' resource
requirements and the performance
impacts of resource contention within

a site's workload. Production data can
potentially provide the most accurate
insights, however, quantification of
resource utilization and contention impact
may be difficult empirically because
relationships between such data and
performance are largely inferential and
controlled conditions for experimentation
are difficult to obtain in production.
Conversely, theoretical models developed
in the design phase of large-scale systems
have missed large-scale contention
scenarios and may not capture the range
of behavior of time-dependent production
workloads. Advances in instrumentation
and large data analytical and visual
techniques can improve our ability to
develop data-driven models with the
fidelity to capture events of interest.
Efficient techniques for assessing near-
term system behavior with respect to
models can enable runtime responses

to improve operations and be used for
model feedback to improve confidence.
We bring together experts to discuss
current techniques and experiences in
developing and validating models and
characterizations of resource utilization
and contention; exploring data to
determine and affirm model dependencies;
and extracting insights from models to
dynamically effect improved performance
and operations.

Organizer: James Brandt
Sandia National Laboratories, U.S.

continued on next page
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Organizer. Ann Gentile
Sandia National Laboratories, U.S.

Organizer: Zbigniew Kalbarczyk
University of Illinois at Urbana-Champaign,
U.S.

11:30-11:50 Characterization of

Contention and Failure in Large-scale

Systems

Zbigniew Kalbarczyk, University of Illinois at
Urbana-Champaign, U.S.

11:55-12:15 Rethinking HPC

Performance and the Role of Learning-

based Analytics

Emre Ates and Ayse K. Coskun, Boston
University, U.S.

12:20-12:40 Performance Modeling

Experience with MILC on Blue Waters

Greg Bauer, National Center for
Supercomputing Applications (NCSA),
U.S.; Celso Mendes and William Kramer,
University of Illinois, U.S.

12:45-1:05 A Survey of Analysis

Techniques Relevant to HPC Resource

Modeling

David Thompson and Thomas Hastings Greer,
Kitware, Inc., U.S.

Friday, March 1

MS389

Divide and Conquer
Strategies for Large-scale
Eigenvalue Problems - Part Il
of Il

11:30 a.m.-1:10 p.m.

Room: 203

For Part 1 see MS357

This minisymposium presents recent
advances in large-scale eigenvalue
computations based on divide-
and-conquer strategies. These new
methodologies aim to handle problems
that are often found challenging for
traditional algorithms, namely, extracting
a large number of eigenvalues from a
large and sparse matrix, or extracting
eigenvalues that are deep inside the
spectrum. The presented techniques
include spectrum slicing methods,
polynomial and rational filtering,
algorithms based on contour integration,
etc, along with Krylov subspace methods
or subspace iterations. We bring together
numerical analysts who study these
techniques with different methodologies
and also physicists who initiate an effort
to assemble the different ideas to solve
problems in real applications.

Organizer: Ruipeng Li
Lawrence Livermore National Laboratory,
U.S.

Organizer: Yuanzhe Xi
Emory University, U.S.

Organizer: Edoardo A. Di Napoli

Jiilich Supercomputing Centre, Germany

11:30-11:50 The Chase Library for Large

Hermitian Eigenvalue Problems

Edoardo A. Di Napoli, Jiilich Supercomputing
Centre, Germany

11:55-12:15 Stopping Criteria for

Computing Low Rank Approximations

with lterative Methods

Andreas Stathopoulos and Eloy Romero,
College of William & Mary, U.S.

continued in next column

12:20-12:40 Computing Planetary
Interior Normal Modes with a Highly
Parallel Polynomial Filtering Eigensolver
Jia Shi, Rice University, U.S.; Ruipeng Li,
Lawrence Livermore National Laboratory,
U.S.; Yuanzhe Xi, Emory University, U.S.;
Yousef Saad, University of Minnesota, U.S.;
Maarten de Hoop, Rice University, U.S.

12:45-1:05 Inexact Methods for

Symmetric Stochastic Eigenvalue

Problems

Kookjin Lee, Sandia National Laboratories,
U.S.; Bedrich Sousedik, University of
Maryland, Baltimore County, U.S.
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Friday, March 1

MS390

Advances in Multi-method
Time Discretizations of
Evolutionary PDEs - Part Il of Il

11:.30 a.m.-1:10 p.m.

Room: 205

For Part 1 see MS358

Simulations of systems modeled by
large time dependent partial differential
equations faces challenges posed by

the interaction of multiple physical
processes and the existence of multiple
dynamical scales. Time discretization is
an essential ingredient of the solution
process that determines the overall
accuracy and stability of the solution,
the computational efficiency, and

the data dependencies in a parallel
environment. This minisymposium
highlights recent developments in time
stepping methods for large evolutionary
PDEs. Topics include, but are not
restricted to, partitioned methods for
multiphysics systems, multirate schemes,
approaches based on a minimal amount
of implicitness to achieve stability
without sacrificing computational
efficiency, methods that preserve special
properties of the underlying system (such
as monotonicity), and approaches that
improve the scalable parallel performance
in the context of large applications.

QOrganizer: Emil M. Constantinescu

Argonne National Laboratory, U.S.

11:30-11:50 High-order Operator-

Splitting Methods for Cardiac Tissue

Simulations

Raymond J. Spiteri, University of
Saskatchewan, Canada

11:55-12:15 Stable Time Integration for

Coupled Ocean-atmosphere Models

Hong Zhang, Argonne National Laboratory, U.S.;
Paula Egging, University of Nebraska, Lincoln,
U.S.; Emil M. Constantinescu and Robert
Jacob, Argonne National Laboratory, U.S.

12:20-12:40 Application of Multirate

Methods to Multiphysics Problems

John Loffeld, Carol S. Woodward, and Slaven
Peles, Lawrence Livermore National
Laboratory, U.S.

12:45-1:05 Implicit Multirate

Generalized Additive Runge-Kutta

Methods

Steven Roberts, Arash Sarshar, and Adrian
Sandu, Virginia Tech, U.S.

Friday, March 1

MS391

Computational Methods
for Data Assimilation and
Uncertainty Quantification -
Part Il of Il

11:30 a.m.-1:10 p.m.

Room: 206A

For Part 1 see MS359

Model-based computer simulations about
large-scale physical phenomena such as
the atmosphere provide invaluable, yet
uncertain, prediction of the evolution

of the physical system. The model
forecasts are corrected based on other
available sources of information including
measurements of reality, i.e. observations.
Observational data are fused with model-
based forecast, through the process of data
assimilation, to estimate the trajectory or
state of dynamical systems. This method
has been extensively used in meteorology,
hydrology, oceanography among other
applications, to make accurate predictions
about the state of these systems. The
quality of the output of a data assimilation
procedure is critically dependent on the
data acquisition strategy, and thus an
optimal experimental design is required
for sensor placement. The focus of this
minisymposium is on recent advances

in computational methods for data
assimilation, uncertainty quantification,
sensor placement, and data acquisition.

Organizer: Emil M.

Constantinescu
Argonne National Laboratory, U.S.

Organizer: Vishwas Rao
Argonne National Laboratory, U.S.

11:30-11:50 Assimilating Data in Models

with Stochastic Parameters

Emil M. Constantinescu, Argonne National
Laboratory, U.S.

11:55-12:15 Prior and Posterior Inflation
for Ensembile Filters: Theoretical
Formulation and Application to
Community Atmosphere Model
Mohamad EIl-Gharamti, Kevin Raeder, and
Jeffrey Anderson, National Center for
Atmospheric Research, U.S.; Xuguang
Wang, University of Oklahoma, U.S.

continued in next column

12:20-12:40 Adaptive Covariance

Tuning in Hybrid Ensemble-variational

Data Assimilation

Dacian N. Daescu, Portland State University,
U.S.

12:45-1:05 Variational Data Assimilation

with Model Errors

Vishwas Rao, Emil M. Constantinescu, and
Julie Bessac, Argonne National Laboratory,
U.S.; Adrian Sandu, Virginia Tech, U.S.
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Friday, March 1

MS392

Numerical Methods for
Biological Fluid Dynamics -
Part 1l of I

11:.30 a.m.-1:10 p.m.

Room: 206B

For Part 1 see MS360

Fluid flows are essential to life across

a wide range of length and time scales,
from the swimming of whales in a
turbulent ocean environment to the
motion of proteins inside of cells. The
behaviors exhibited by biological fluids
are rich and counterintuitive, given non-
Newtonian effects generated by suspended
structures that may be passively elastic

or actively forcing the fluid out of
equilibrium. Dealing with this complex
and varied phenomenology requires
original computational approaches. In this
minisymposium we present a selection

of promising recent developments in the
field, including fluid-structure interaction
and coarse-grained active matter models,
and applications such as jellyfish
swimming and intracellular motion.

Organizer: Thomas Fai
Brandeis University, U.S.

Organizer: Chris H. Rycroft
Harvard University, U.S.

11:30-11:50 Flagellar Swimming in

Complex Fluids

Robert D. Guy, University of California,
Davis, U.S.

11:55-12:15 Dynamics of Elastic

Filaments in Viscous Fluids

Mehdi Jabbarzadeh and Henry Fu, University
of Utah, U.S.

12:20-12:40 Simulating the Swimming

Motion of \texiit{C. elegans} and

Amoeboids in Viscoelastic Fluids via

the Immersed Boundary Method

Jeremy Binagia, Christopher Guido, and Eric
S. Shagfeh, Stanford University, U.S.

12:45-1:05 A Regularized Stokeslet

Approach to the Motion and Behavior

of Microscopic Swimmers

Alexander Hoover, University of Akron, U.S.;
Ricardo Cortez, Tulane University, U.S.

Friday, March 1

MS393

Structure-exploiting
Techniques for
Approximation, Inference
and Control of Complex
Systems - Part Il of |l

11:.30 a.m.-1:10 p.m.

Room: 206C

For Part 1 see MS361

Data-driven modeling and control of
complex systems have received a lot of
attention over the recent years, largely
due to the availability of large datasets.
Nevertheless, large scale data is not
typically informative about the entire
physical properties because it is often
gathered through nonlinear or partially
observable processes. In such situations,
physically-principled priors that include
symmetries and constraints are crucial
to infer predictive models, typically
with filtering or smoothing techniques.
This minisymposium explores the

latest developments and challenges in
data-efficient techniques for modeling,
inference and control of complex physical
systems. This includes, but is not limited
to, scalable approximation formats and
spaces, algorithms for filtering and
smoothing, sampling and exploration
strategies for gathering "smart data",
incorporation of symmetry-based priors,
bounds and invariant preservation,
information theoretic arguments, etc.

Organizer: Alex Gorodetsky
University of Michigan, U.S.

Organizer: Lionel Mathelin

CNRS, France

11:30-11:50 A Bayesian Framework for

Robust Decisions in the Presence of

Unobserved Heterogeneity

Chi Feng and Youssef M. Marzouk,
Massachusetts Institute of Technology, U.S.

11:55-12:15 Representing Model
Inadequacy in Interacting Systems with
Constrained Stochastic Operators
Rebecca E. Morrison, University of Colorado
Boulder, U.S.; Youssef M. Marzouk,
Massachusetts Institute of Technology, U.S.

continued in next column

12:20-12:40 Model-Order Reduction

for Data Assimilation from Partial

Observations

Cedric Herzet and Patrick Heas, Inria Rennes
Bretagne Atlantique, France; Ronan Fablet,
IMT - Atlantique, France

12:45-1:05 Improving Stability of

Numerical Methods for Recovering

Governing Equations from Noisy Data

Paul Diaz and Alireza Doostan, University of
Colorado Boulder, U.S.
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Friday, March 1

MS394

Structured Matrix Methods -
Part 1l of Il

11:.30 a.m.-1:10 p.m.

Room: 206D

For Part 1 see MS362

Structured matrix methods utilize
structures such as parameterized forms
and low-rank approximations to gain

high efficiency in matrix representation
and arithmetic. They have demonstrated
significant advantages in improving the
efficiency and reliability of some large-
scale computations and engineering
simulations. Rank structured methods
extend the fundamental ideas of multipole
and panel-clustering methods to general
non-local solution operators. While there
exist various more or less closely related
methods, the unifying aim of these
methods is to explore efficient structured
low-rank approximations, especially those
exhibiting hierarchical or nested forms.
These help the methods to achieve nearly
linear complexity. In this minisymposium,
we aim to present and exchange recent
new developments on structured methods
for some challenging numerical problems
such as high frequencies, ill conditioning,
eigenvalue solution, and stability. Studies
of structures, algorithm design, and
accuracy control will be discussed. The
minisymposium will include experts
working on a broad range of structured
methods.

Organizer: Sabine Le Borne
Hamburg University of Technology, Germany

Organizer: Jianlin Xia

Purdue University, U.S.

11:30-11:50 On the Accuracy and

Stability of Hierarchical Structured

Approximate Factorizations

Jianlin Xia, Purdue University, U.S.; Yuanzhe
Xi, Emory University, U.S.; Zixing Xin,
Purdue University, U.S.

11:55-12:15 Identifying 2D SSS

Representations

Shivkumar Chandrasekaran, University of
California, Santa Barbara, U.S.

continued in next column

12:20-12:40 Robust and Efficient QR

Decomposition of HODLR Matrices with

Applications

Daniel Kressner and Ana Susnjara, Ecole
Polytechnique Fédérale de Lausanne,
Switzerland

12:45-1:05 Generalizations to the
Superfast Divide-and-Conquer
Eigenvalue Algorithm

James Vogel, Purdue University, U.S.

Friday, March 1

MS395

Summation-by-Parts:

A Framework for the
Development and Analysis of
Modern Numerical Methods -
Part Il of Il

11:.30 a.m.-1:10 p.m.

Room: 207

For Part 1 see MS363
Featured Minisymposium

As we move towards an era of exascale
HPC, flexible and robust algorithms
will be necessary to take advantage of
increasingly complex and failure prone
computational resources. In this mini-
symposium, the focus is on methods
having the summation-by-parts (SBP)
property, which are advantageous as
they lead to high-order methods that
are provably conservative and stable.
In particular, the interest is in recent
advancements leading to improved
efficiency, flexibility, and robustness.
Topics that will be covered include:

* Entropy stable algorithms

* Linearly stable algorithms h/p-adaptation
* Mixed formulations

* Wave propagation and inversion
problems

* Optimized differentiation matrices

Organizer: David C. Del Rey

Fernandez
NASA Langley Research Center and National
Institute of Aerospace, U.S.

Organizer. Andrew R. Winters
University of Cologne, Germany

Organizer: Jesse Chan
Rice University, U.S.

Organizer: Jason E. Hicken
Rensselaer Polytechnic Institute, U.S.

continued on next page
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11:30-11:50 Entropy Stable

Discontinuous Galerkin Schemes

on Moving Meshes for Hyperbolic

Conservation Laws

Gero Schnuecke, Andrew R. Winters, and
Gregor Gassner, University of Cologne,
Germany

11:55-12:15 Recent Developments in
the Convergence Theory of Numerical
Solutions for Compressible Flows
Magnus Svard, University of Bergen, Norway

12:20-12:40 Summation-by-Parts

Methods for Inverse Problems in

Exploration Seismology

Martin Almquist, Eric M. Dunham, and Joseph
Jennings, Stanford University, U.S.

12:45-1:05 Optimization of Free

Parameters in Cubature Rules and

Accuracy Equations to Develop

Optimal Multi-Dimensional Summation-

by-Parts Operators

Andre Marchildon and David Zingg,
University of Toronto Institute for Aerospace
Studies, Canada

Friday, March 1

MS396

Bringing Algorithms and
